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Lecture 1.
( Critical points and critical values: 8/29/18

“The victim was a topologist.” (nervous laughter)
In this course, manifolds are smooth unless assumed otherwise.

Morse theory is the study of what critical points of a smooth function can tell you about the topology of

its domain manifold.

Definition 1.1. Let f: M — R be a smooth function.

o A pe M isa critical point if df|, = 0.

e A ceRisa critical value if there’s a critical point p € M with f(p) = c.
The set of critical points of f is denoted Crit(f).
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Example 1.2. Consider the standard embedding of a torus 72 in R® and let f: 72 — R be the 2-coordinate.
Then there are four critical points: the minimum and maximum, and two saddle points. These all have
dfifferent images, so there are four critical values. <

If M is compact, so is f(M), and therefore f has a maximum and a minimum: at least two critical points.
(If M is noncompact, this might not be true: the identity function R — R has no critical points.) In the
1920s, Morse studied how the theory of critical points on M relates to its topology.

Example 1.3. On S2, there’s a function with precisely two critical points (embed S$? C R3 in the usual
way; then f is the z-coordinate). There is no function with fewer, since it must have a minimum and a
maximum. <

What about other surfaces? Is there a function on 72 or RP? with only two critical points?
Well, that was a loaded question — we’ll prove early on in the course that the answer is no.

Theorem 1.4. Let M be a compact n-manifold and f: M — R be a smooth function with exactly two
nondegenerate critical points. Then M is homeomorphic to a sphere.

So, it “is” a sphere. But some things depend on what your definition of “is” is — Milnor constructed ezxotic
7-spheres, which are homeomorphic but not diffeomorphic to the usual S7, and Kervaire had already produced
topological 10-manifolds with no smooth structure. Freedman later constructed topological 4-manifolds with
no smooth structure. In lower dimensions there are no issues: smooth structures exist and are unique in
the usual sense. In dimension 4, there are some topological manifolds with a countably infinite number of
distinct smooth structures. One of the most important open problems in geometric topology is to determine
whether there are multiple smooth structures on $*, and how many there are if so.

Morse studied the critical point theory for the energy functional on the based loop space QM of M, which
is an infinite-dimensional manifold. This produced results such as the following.

Theorem 1.5 (Morse). For any p,q € S™ and any Riemannian metric on S™, there are infinitely many
geodesics from p to q.

And you can go backwards, using critical points to study the differential topology of QM. Bott and
Samelson extended this to study the loop spaces of symmetric spaces, and used this to prove a very important
theorem.

Theorem 1.6 (Bott periodicity). Let U := li_ngnﬁOO U,, which is called the infinite unitary group.! Then

Z
U , g even
0, ¢ odd.

This theorem is at the foundation of a great deal of homotopy theory.

The traditional course in Morse theory (e.g. following Milnor) walks through these in a streamlined way.
These days, one uses the critical-point data of a Morse function on M to build a CW structure (which
recovers the homotopy theory of M), or better, a handlebody decomposition of M (which gives its smooth
structure). We could also study Smale’s approach to Morse theory, which has the flavor of dynamical systems,
studying gradient flow and the stable and unstable manifolds. This leads to an infinite-dimensional version
due to Floer, and its consequences in geometric topology, and to its dual perspective due to Witten, which
we probably won’t have time to cover. Our course could also get into applications to symplectic and complex
geometry.

Milnor’s Morse theory book is a classic, and we’ll use it at the beginning. There’s a more recent book by
Nicolescu, which in addition to the standard stuff has a lot of examples and some nonstandard topics; we’ll
also use it. There will be additional references.

e+ —

Let M be a manifold and (z!,...,2") be a local coordinate system (or, we're working on an open subset
of affine n-space A™). One defines the first derivative using coordinates, but then finds that it’s intrinsic: if

1The map U,, = Uy 41 sends A — (6‘ (1))
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x = z(y) is a change of coordinates (so x = z(y!,...,y")), then

of ., Of oy~ oz of
L. - drt = —— == dy? = == dy®
(1.7) art " Ay~ Ozt OyP Y Ay g

and so this is usually just called df, and can even be defined intrinsically. For critical points we’re also
interested in second derivatives, but the second derivative isn’t usually intrinsic:

d2f_d2f dx df d%x
dy?  da2 \ dy dz dy?’
The second term depends on our choice of x, so it’s nonintrinsic. In general one needs more data, such as a

connection, to define intrinsic higher derivatives. But at a critical point, the second term vanishes, and the
second derivative is intrinsic!?

Definition 1.9. Let f: M — R and p € Crit(f). Then the Hessian of f at p is the function Hess,(f): T, M x
T,M — R sending &1,&2 — &1(&2f)(p), where we extend & to a vector field near p.

(1.8)

Of course, one must check this is independent of the extension. Suppose 7 is a vector field vanishing at p.
Then

(1.10) & - (nf)(p) =n(&f)p) + €l flp) =0+0=0,

so everything is good.

Lemma 1.11. The Hessian is a symmetric bilinear form.

Proof. Extend both & and &; to vector fields in a neighborhood of p. Then

(1.12) & (&f)(p) — L(&f)p) = [61,&]f(p) = 0. &

In order to study the Hessian, let’s study bilinear forms more generally. Let V' be a finite-dimensional real
vector space and B: V x V — R be a symmetric bilinear form.

Definition 1.13. The kernel of B is the set K of £ € V with B(§,n) =0 for all . If K =0, we say B is
nondegenerate.

Equivalently, B determines a map b: V' — V* sending £ — (n — B(&, 7)), and K = ker(b). Any symmetric
bilinear form descends to a nondegeneratr form B: V/K x V/K — R.

Example 1.14.

(1) If B is positive definite, meaning B(,£) > 0 for all £ # 0, then B is an inner product.
(2) On V = R3, consider the nondegenerate and indefinite form

(1.15) B((€',€%,€). (', %)) = €' — &2 — €.
The null cone, namely the subspace of £ with B(&,€&) = 0, is a cone opening in the a-direction. We

can restrict B to the subspace {(x,0,0)}, where it becomes positive definite, or to the subspace
{(0,y, z)}, where it’s negative definite. <

However, we can’t canonically define anything like the maximal positive or negative definite subspace —
the only canonical subspace is the kernel. We can fix this by adding more structure.

Lemma 1.16. Let N, N’ C V be maximal subspaces of V' on which B is negative definite. Then dim N =
dim N'.

This is called the index of B.
Proof. Since N and N’ don’t intersect K, we can pass to V/K, and therefore assume without loss of generality
that B is nondegenerate. Assume dim N’ < dim N; then, V = N @ N+. Let 7: V — N be a projection
onto N, which has kernel N+. Then m(N’) is a proper subspace of N. Let n € N be a nonzero vector

with B(n,7(N’)) =0. Then B(n, N') =0, and so B(§ +n,£ +n) < 0 for all £ € N’, and therefore N’ isn’t
maximal. X

2This generalizes: if the first n derivatives vanish at z, the (n 4 1)st derivative is intrinsic.
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Applying the same proof to —N, there’s a maximal dimension of a positive-definite subspace P. So B
determines three numbers, dim K (the nullity), A .= dim N (the indez), and p := dim P. This doesn’t have a
name, but the signature is p — A. In Morse theory we’ll be particularly concerned with the index.

Proposition 1.17. There exists a basis of V', e1,...,ex,€x41,--1€x4ps EAfpt1,-- - En, sSuch that
-2, 1<i< ),
(118) B(eiaej):()v i#ij(eivei) - 2, A+1<:<A+p

0, otherwise.

Proof. We have the kernel K C V, and can choose a complement V' for it; then B|y/ is nondegenerate. Let
N C V' be a maximal negative definite subspace, and N+ be its orthogonal complement with respect to
Bly:. Then V= N @ N+ @ K, and we can choose these bases in each subspace. X

Remark 1.19. If we choose an inner product (—,—) on V and define T: V — V by
(120) B(§17 52) = <§17 T£2>

for all £&1,&; € V, then T is symmetric and therefore diagonalizable. <

" —

With the linear algebra interlude over, let’s get back to topology. The Hessian is a very useful invariant,
e.g. defining the curvature of embedded hypersurfaces in R™.

Definition 1.21. Let f: M — R be smooth.

(1) A p e Crit(f) is nondegenerate if Hess,(f) is nondegenerate.
(2) If every critical function is nondegenerate, f is called a Morse function.

Example 1.22. For example, on the torus as above, the y-coordinate is a Morse function. But the z-
coordinate is not Morse: there’s a whole circle of maxima, and another one of minima, and therefore the
Hessians on these circles cannot be nondegenerate. <

Example 1.23. For another example, consider f: R — R given by f(x) = z3. This isn’t Morse: it has one
critical point, which is degenerate. Unlike the previous example, this is a degenerate critical point which is
isolated. <

Example 1.24. Let V be a finite-dimensional inner product space over R or C,> and let T: V — V be a
symmetric linear operator with distinct eigenvalues (i.e. its eigenspaces are one-dimensional). Then P(V), the
set of lines through the origin (i.e. one-dimensional subspaces) in V is a closed manifold. Define f: P(V) — R
by

(6, T¢)
(I

It’s a course exercise to show the critical points of f are the eigenlines of T, and to compute their Hessians
and their indices.

It may be useful to know that there’s a canonical identification TpP(V) = Hom(L,V/L). This also
generalizes to Grassmannians. <

(1.25) L—s

£eL\o0.

The next thing we’ll study is a canonical local coordinate system around a critical point of a Morse function
(the Morse lemma). It’s a bit bizarre to build coordinates out of nothing, so we’ll start with an arbitrary
coordinate system and deform it. We will employ a very general tool to do this, namely flows of vector fields.
This may be review if you like differential geometry.

Definition 1.26. Suppose € is a vector field on M. A curve v: (a,b) — M is an integral curve of & if for
te ((I, b)v ’Y(t) = §|“/(t)
Theorem 1.27. Integral curves exist: for all p € M, there exists an € > 0 and an integral curve y: (—g,€) —
M for & with v(0) = p.

3With a little more work, we can make this work over the quaternions.
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This is a geometric reskinning of existence of solutions to ODEs, as well as smooth dependence on initial
data (whose proof is trickier). If you don’t know the proof, you should go read it!

We can also allow £ to depend on ¢ with a trick: consider the vector field % + & on (a,b) x M. By the
theorem, integral curves exist, and since this vector field projects onto % on (a,b), the integral curve we get
projects onto the integral curve for %. So what we’ve constructed is exactly the graph of 7. In ODE, this is
known as the non-autonomous case.

We’d like to do this everywhere on a manifold at once.

Definition 1.28. A flow is a function ¢: (a,b) x M — M such that ¢(t,—): M — M is a diffeomorphism.

We’d like to say that vector fields give rise to flows. Certainly, we can differentiate flows, to obtain a

time-dependent vector field i—f =¢&.

Example 1.29. For a quick example of nonexistence of flow for all time, consider £ = % on R\ {0}. You

can’t flow from a negative number forever, since you’ll run into a hole. Now maybe you think this is the

problem, but there’s not so much difference with just R and the vector fields t% or tQ%, where you will

reach infinity in finite time. <

One of the issues with global-time existence of flow is that the metric might not be complete. But it’s not
the only obstruction, as we saw above.

Theorem 1.30. Let & be a family of vector fields for t € (t—,ty), wheret— <0 and t4 > 0.

(1) Given a p € M, there are neighborhoods of p U' C U and an & > 0 such that there’s a flow
p: (—e,e) x U = U with i—f =&.

(2) If M has a complete Riemannian metric and there’s a C' > 0 in which |&| < C, then the flow is
global: we can replace (—¢,€) with (t_,t4).

A compact manifold is complete in any Riemannian metric, so for £ arbitrary, global flows exist.
Remark 1.31. If € is static, i.e. independent of ¢, then ¢ — ¢y is a one-parameter group, i.e. Y1, 11, = Pt, °0Pt,. <

Example 1.32. Let M be a Riemannian manifold and f: M — R be smooth. Define its gradient vector
field by

(1.33) dflp(n) = (n,grad, f)

for all n € T, M. <
Let’s (try to) flow by — grad f.

Definition 1.34. Let w € Q*(M) and £ be a vector field with local flow ¢ generated by . The Lie derivative

is

d
Lew = — Tw,
¢ dt|,_, b

which is also a differential form, homogeneous of degree k if w is.
Theorem 1.35 (H. Cartan). Lew = (dee + ted)w. Here te denotes contracting with €.
With this in our pockets, let’s turn to the Morse lemma.

Lemma 1.36 (Morse lemma). Let f: M — R be smooth and p be a nondegenerate critical point of f of
index \. Then there exist local coordinates x', ... z™ near p with x*(p) = 0 and

fat ™) =) — (@) + - (@) + (@) 4+ (2)?).

The proof employs a technique of Moser. Moser used this to provide a nice proof of Darboux’s theorem,
that symplectic manifolds all look like affine space locally.

Lemma 1.37. Let U C R” be a star-shaped open set with respect to the origin and g: U — R be such that
g(0) = 0. Then there exist g;: U — R with g(x) = 2'g;(z).
Proof. Well, just let

_ (199

(1.38) gi(x) = N (tx) dt. X
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Proof of Lemma 1.36. Choose local coordinates 2!, ..., 2" such that
1
(1.39) 3 Hess,(f) = (—(d2' @ dz' + -+ + dz* ® dmA) + (dfc’\Jrl @dzM 4+ ... da" ® dx”))p.

Since we’re only asking for this at p, we can start with any coordinate system and then apply Lemma 1.37.
Set

(1.40) h(z) = f(p) = ((z')* + - @) + (@) + -+ (@)?) = f(2).

We’re hoping for this to be zero. Also set

(1.41) ap = (1-1t) (—(ml dat + -+ 2 da?) + (M At 42 dx”)) +tdf,

@o

for ¢ € [0,1]. We claim that in a neighborhood of z = 0, we can find a vector field & such that ¢,y = h; in
particular, h does not depend on ¢; and such that & (p = 0) = 0. We’ll then use this to move the coordinates;
at p everything looks right, so we’ll use this to move the coordinates elsewhere.

Assuming the claim, let ¢; be the local flow generated by &;, which exists at least in a neighborhood of U.
Then

d , . L[ d
a@t = i Le,ap + @y Eat
= p; (deg, oy + tg, day — dh).
Since «y is exact,
= ¢ (¢; d(eg,ar — h)) = 0.

Therefore 3 (df) = pfar = piag = ag. In particular, ¢; is a local diffeomorphism fixing p = 0, and it pulls
df back to d of something quadratic. Therefore 7 f is quadratic, and has the desired form.
Now we need to prove the claim. Observe a;(0) = 0 and h(0) = 0. Then write

() = Ay (t, )2’ da’
h(x) = hj(x)z’

0
_ ¢k
gt - f (t7 x)w7

S0 tg,arh is equivalent to
(1.42) Aij(t,2)zi € (t,z) = hy(x)ad,
which is implied by
(1.43) Aij(t,x)E (t,2) = hj(z).
Since (A;;(t,0)) is invertible, we can solve this in some neighborhood of = 0 uniform in ¢ (it remains
invertible in that neighborhood). X

Lecture 2.
‘7 Sublevel sets: 9/5/18

Last time, we proved the Morse lemma: if f: M — R is a smooth function and p € M is a nondegenerate
critical point, then there are local coordinates !, ..., 2™ with z(p) = 0 and
(2.1) fl@)=fp) = (@) 4+ (@) + (@) 4+ (2)?).

In this case we can define the Hessian; A is its index, which is the maximal dimension d such that there’s a
d-dimensional subspace N C T, M on which the Hessian is negative definite.

Corollary 2.2. A nondegenerate critical point is isolated.
Recall that a smooth function is called Morse if all of its critical points are nondegenerate.

Corollary 2.3. If f is a Morse function, then Crit(f) C M is discrete. If M is compact, then Crit(f) is
finite.
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So Morse functions are really nice. But they’re nontheless generic.

Theorem 2.4. Let M be a smooth manifold.

(1) M admits a Morse function; in fact, Morse functions are dense in C°°(M).
(2) M admits a proper Morse function.*

To make precise the notion of density of Morse functions, we need to specify a topology on C*°(M); that
can be done, but we’re not going to do it here. Proofs will be given in the next section.

Definition 2.5. Let f: M — R be smooth and a € R. Then define M® := f~1((00,a]), which is called a
sublevel set.

See Figure 1 for examples of sublevel sets. Sublevel sets of M define a filtration of M indexed by R.

00900

FIGURE 1. Sublevel sets for the standard height function on a torus. We can also get the
empty 2-manifold @? for sublevel sets for a below the minimum, and T2 for sublevel sets for
a above the maximum.

The second fundamental theorem of Morse theory, which we’ll do next time, is about handles and
handlebodies, and that when you cross a critical point, the diffeomorphism type of the sublevel set changes
precisely by adding a handle.

We probably should have already mentioned an important theorem from differential topology.

Theorem 2.6. If a is a reqular value, f~'(a) C M is a manifold, and M® is a manifold with OM* = f~1(a).

Since a point is compact, and an interval is compact, choosing proper Morse functions allows us to
get compact level sets for f~1(a). Moreover, the preimage of [a,b] is a compact manifold with boundary
f~1(a) 0 f~1(b) (here a and b should be regular values), i.e. a bordism from f~1(a) to f=1(b).

This perspective, involving handles and differential topology, is geometric, and is due to Smale in the
1960s or so. But there’s another, homotopical approach, where one uses a Morse function to define a CW
structure. This not only shows that all manifolds have CW structures, which is nice, but also is a gateway
to good calculations of homology and cohomology. The idea is to think of handle attachment by collapsing
the “irrelevant” dimensions, so that instead of attaching a handle, you can attach a k-cell (depending on the
index), and so on.

But the simplest question you can ask is: if a and b are regular values with no critical values in [a, b], how
do M® and M?" differ? The answer is, more or less, they don’t.

Theorem 2.7. Let f: M — R be a smooth function and a < b such that every y € [a,b] is regular for f.
Assume f~1([a,b]) is compact. Then,
(1) M and M® are diffeomorphic.

(2) M? is a deformation retract of M®: in particular, inclusion M® < M? is a homotopy equivalence.®

4Recall that a proper map is a map f: X — Y such that the preimage of any compact set in Y is compact.
5Recall that given an inclusion i: A < X, amap r: X — A is a deformation retraction if theres a homotopy h: [0,1] x X — X
such that hg =idx and h; =¢or, and such that roi =id4.
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Again, we have a smooth manifold statement and a homotopical statement.

Proof. First, introduce a Riemannian metric on M. This additional data is necessary so that we can measure
things (such as lengths and angles and so on). Riemannian metrics exist on all smooth manifolds; let’s
talk about why. An inner product on V is a positive definite bilinear pairing; these form a convex space in
Sym? V*. In fact, it’s a convex cone, because if @ > 0 and g is an inner product, ag is also an inner product.

Now let M be a smooth manifold and 4 be an atlas. Each open U € il is diffeomorphic to affine space, so
we can introduce the standard Euclidean metric on it. We can then use a partition of unity to sum these
metrics into a global one: because inner products form a convex space and the partition of unity is a locally
finite convex combination, this works.

From the Riemannian metric, we obtain a vector field grad f with grad, f = 0 iff f is a critical point. This
flows in the direction of increasing height; we want to push M® down to M¢, so we’ll flow along — grad f.
But we don’t want to flow too much beyond that, so let’s introduce a cutoff function p: M — R=Y such that

71 T “a
(2.8) p(z) = llerad f]?’ €/ {la.b)
0 outside U,

where U is an open neighborhood of f~!([a,b]) whose closure is compact.
Set £ == —pgrad f. Then £ generates a global flow ¢;: M — M. If p e M,

d

(29 o) = (a1, S — — pgraa g

In f~'([a,vb]) this is just —1, and outside of U, this is the identity. In particular, py_,: M® — M® is a
diffeomorphism: its inverse is @, _p.
For the second part, we can define the requisite homotopy h: [0,1] x M® — M?® by

Ds peM*®
(2.10) h(t,p) = ! X
Cfp)—a)s P E f([a,b]).

Exercise 2.11. Let M =R and f(z) = (logz)?. Make the theorem explicit in this case.
Let M = GL,(R) (resp., GL,(C)). Show that M deformation retracts onto O,, (resp. U,). Make the
theorem explicit for f(A) = tr(log(A*A)).

" —

Now we’ll do a short review of some Riemannian geometry. Let A be an affine space modeled on a vector
space V and n: A — V be a smooth function to some vector space. We can define the directional derivative
in the direction of an n € V' by

d
(2.12) Den= 4 n(p +t).
t=0

If we’re on a smooth manifold M, though, we can’t make sense of p 4 t£. Instead, we’d like to choose a curve
v: (—¢e,e) = M with v(0) = p and 4(0) = &, and use this to define the directional derivative. However, we
then have a problem: as t varies, n(y(¢)) lives in different vector spaces, so we can’t define their difference,
which is important for taking the derivative. So we need to introduce more structure in order to define
directional derivatives.

Definition 2.13. Let M be a smooth manifold. A covariant derivative on TM — M, also called a linear
connection, 1 a bilinear map V: X (M) x X(M) — X (M) such that

(1) (linearity over functions) if f € C°°(M), then Ven = fVen.
(2) (Leibniz rule) if g € C*°(M), then Ve(gn) = (- g)n+ gVen.

The first condition implies V¢7|, depends only on £|,, which expresses tensoriality.
Definition 2.14. V is torsion-free if
(2.15) VxY - VyX =[X,Y].
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If (—,—) is a Riemannian metric on M, then V is orthogonal with repsect to g if
(2.16) X(Y,Z) = (VxY, 2Z) + (Y, Vx 2).
Remarkably, these exist and are unique! This is a foundational theorem in Riemannian geometry.

Theorem 2.17. For any Riemannian manifold (M, g), there’s a unique torsion-free orthogonal connection
on TM.

This connection is called the Levi-Civita connection. It turns out this can be explicitly constructed with a
straightedge and compass, though it would take a while.

Exercise 2.18. Prove Theorem 2.17 by explicitly writing a formula for (VxY, Z) and using the torsion-free
and orthogonal conditions to expand it out, hence defining VxY.

There are lots of different ways to say the proof, but it’s really a formula proof, and no synthetic proof
exists. There are special classes of manifolds (e.g. K&hler manifolds) on which a synthetic proof exists.

If (M, g) is a Riemannian manifold and N < M is an immersed submanifold, then it inherits a Riemannian
metric: a subspace of an inner product space gains an inner product by restriction, and doing this for all
T,N C T,M defines the metric on N. Moreover, if X,Y € X(M) and p € N, then VY|, € T, M need not
be in T,N. But T, M =T, N ® v, where v, is the normal bundle; to choose this splitting we needed to use
the metric.

Using this, let II(X,Y) denote the component of VXY, in v,, where VM denotes the Levi-Civita
connection on M.

Lemma 2.19. II(X,Y) is linear over functions in both of its arguments, and II(X,Y) = II(Y,X); in
particular, it’s a symmetric bilinear form.

The proof is a calculation. II(X,Y) is called the second fundamental form.® Moreover, it expresses the
difference between VM and V.

Lemma 2.20. The tangential component of VMY is VYY.

If Z is a normal vector field to N in M, we can define II# (X,Y) := (II(X,Y), Z). Then II? is a symmetric
bilinear form T, M x T, M — R, and we know what the invariants of symmetric bilinear forms are. We can
also define S: TyM — T,M by (S(X),Y) = II(X,Y). This is symmetric, so we can diagonalize, and therefore
recover an orthonornal basis eq, ..., e, of T,M (up to units and reordering) such that Se; = Aje; for some
Aj € R. These \; are expressing the amount of curvature in various directions — unless they coincide (this is
called an umbilic point). S is called the shape operator, as it determines the local shape of the surface.

— Lecture 3.

: 9/5/18

— Lecture 4.

Handles and handlebodies: 9/12/18

Today, Riccardo and George spoke about the smooth perspective on Morse theory, where a Morse function
defines a handlebody structure on the ambient manifold.

Definition 4.1. If k,m € N with 0 < k < m, an n-dimensional k-handle is a copy of D* x D" F attached
to a manifold X via an embedding ¢: 9D* x D"~* < 9X.

Inside D*¥ x D™ F we have a few distinguished subsets, which also have names in the context of a handle.

e The attaching sphere or attaching region is the submanifold dD* x {0} of the k-handle, which
corresponds to where X meets the k-handle.

e The core is D¥ x {0}. The handle retracts onto its core, so this contains all of the homotopical
information about the handle: X U, (D* x D"~*) is homotopy equivalent to just attaching the core
to X.

e {0} x D" * is called the cocore or belt sphere.
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y

FIGURE 2. Three 2-dimensional 1-handles attached to S? minus three discs. Source: https:
//en.wikipedia.org/wiki/Handle_decomposition.

Sometimes k is also called the indez.

Definition 4.2. Let X be a compact n-manifold with boundary 0X = 0_X 119, X. A handle decomposition
of X (relative to 0_X) is an identification of X with a manifold obtained from J_X x I by attaching handles.
A manifold with a given handle decomposition is called a relative handlebody built on 0_X.

Recall that an isotopy between embeddings g, p1: X — Y is a homotopy such that ¢, is also a
diffeomorphism.

Theorem 4.3 (Isotopy extension theorem). Let Y be a compact manifold. Then any smooth isotopy
Y x I — IntX can be extended to an ambient isotopy ¢r: X — X.7

Proposition 4.4. An isotopy h: [0,1] x D* x D"™% — 0X for a handle H specifies a diffeomorphism
X Ugpy H= X Uy, H (at least up to ambient isotopy).

Proof. By Theorem 4.3, we can extend h to an ambient isotopy ®: [0,1] x X — 0X. X

Proposition 4.5. The isotopy class of p: D* x 9D™ % — 90X only depends on the following data:

e an embedding po: OD* x {0} — 0X® with trivial normal bundle, and
e a normal framing of ©o(S*™1), i.e. an identification of the normal bundle with S*~! x R*~*,

Proof. This is basically the tubular neighborhood theorem, which says that an embedding ¢: 9DF x D"~* —
OX can be constructed from the restriction to ¢o: D x {0} — X and a choice of a framing. X

Remark 4.6. In fact, if 2(£+1) < m, then any two homotopic embeddings of an ¢-manifold into an m-manifold
are isotopic. This is related to the Whitney embedding theorem. <

Great, so what data determines a framing? Pick one framing of the normal bundle of S*~! < 9X. Given
another framing f, their “difference” is a map S*~! — GL,,_x(R). The Gram-Schmidt process is a retraction
GL,—r(R) ~ O,_g, so m,—10,_k acts on the set of framings modulo isotopy.

For example, moO; = Z/2, which corresponds to the annulus and the Mdébius strip. But in general, for
(n — 1)-handles for n # 2, there’s a unique choice of framing, because 7,201 = 1,_10¢ = 1.

Remark 4.7. A handle has corners, which need to be smoothed. This is possible, but there are details that
have to be worked out, and which are mostly not discussed. However, they are worked out in Kosinski’s
book. <

6The “first fundamental form” is another word for the inner product on T, pIN.
"TODO: not clear how X and Y are related. Presumably Y embeds in X7
8You could think of this as a knot in 0X, though this is only literally true when k = 2.
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In the second half, George provided some examples of handlebodies. The first observation is that, by
retracting each handle to its core, a handle decomposition of M describes a CW decomposition (relative to
0_1, or just a CW decomposition if _I = &) of a space homotopy equivalent to M.

Theorem 4.8. Fvery pair (X,0-X) admits a handle decomposition, where X is a compact manifold and
0_-X is a union of components of 0_X.

We’ll see the proof in Dan’s lecture later today. The idea is that given a Morse function f and a critical
point p with ¢ := f(p), f~*((—o0,c+¢]) = f~1((—o0,c — €]) U H, where there are no critical points in
[c—¢,c+¢] and H is attached to f~1((—o0,c — ¢]) as a handle.

Example 4.9. Let X be the closed, connected, oriented surface with genus g. Start with a disc D, and
add two 2-dimensional 1-handles h; and ho such that, traversing along 0D, the boundary components of hy
and ho alternate. The resulting manifold with boundary is diffeomorphic to a cylinder plus a 2-dimensional
1-handle with one boundary component attached to each component of the boundary of the cylinder.

If we stop here, attaching a 2-handle in the only way we can, we get a torus. More generally, you can attach
g pairs of 1-handles as we did, with alternating boundary components. Then closing off with a 2-handle, you
get 2. <

Example 4.10. Take a disc and attach a 1-handle by a twist, then attach a 2-handle in the only way possible.
Then you obtain RP?: you can count the number of 1-cells of the corresponding CW complex is 1. <

This process is very noncanonical: one can realize S? with 2k handles by attaching (k — 1) 1-handles to a
disc to divide the boundary into k components, then adding k 2-handles to close off the boundary. So the
manifold isn’t just the handle data — you can describe the same manifold in multiple ways.

Example 4.11. Let’s construct a handle decomposition for CP". Let ¢;: C™ — CP™ send
(#1, e evzn) —> [z1 o220 izt Lo ziqn oot 2y

and let B; = gpi(Dz X oo X D2)‘ The pairwise intersections of these B;s are subsets of their boundaries, and
more generally,

(4.12) Ben |J Bi=@k(0(D} x -+ x Df) x Dy x -+ x D}).
1<i<k

That is, adding Byias attaching a 2n-dimensional 2k-handle. So even though we haven’t drawn a picture,
we’ve still specified a handle decomposition. <

We’ve been somewhat sloppy about order, but it turns out that actually doesn’t matter.

Proposition 4.13. Any handle decomposition of a compact pair (X,0_X) can be modified by isotopy such
that the handles are attached in increasing order of indez.

TODO: I missed the proof.

Lecture 5.
( Handles and Morse theory: 9/12/18

“I’d better prepare for an annoying question, then!” (Picks up colored chalk)
Recall the first theorem of Morse theory: if we have two regular values a and b, a < b, and there are
no critical values in [a,b], then flow by —grad f on f~1([a,b]) flows f~1(b) to f~'(a), and in particular
f~Y([a,b]) = [a,b] x f~1(a). This assumes f~!([a,b]) is compact.
But at critical points, the topology can and does change.

Theorem 5.1. Let p be a nondegenerate critical point of a smooth f: M — R of index \. Let ¢ := f(p) and
e > 0 be such that f~*([c — ,c+ €]) is compact with unique critical point c. Then M is diffeomorphic to
Me=¢ U, H, where H is an indez-\ handle and ¢: 0D x D" — f~1(c —¢) is an embedding.

If &/ < e, we can replace € by &’



12 M5892C (Morse Theory) Lecture Notes

Proof. Set ¢ = 0 for convenience. By Lemma 1.36, we can find a system of coordinates z = (z*,...,2"): U —
R™ with z(p) = 0, 2(U) D B(0), and

(5.2) ==+ @)+ (@) -+ (@)

on U. Let

(5.3) H={qeMnU| @)+ + (") <e/2}

and N¢ := M\ H. We’'ll show (1) H is a handle of index A, (2) this identifies 0H N ON¢ = 9D* x D",
and (3) N¢ = M <. If all of these are true, then the theorem follows.
For the first claim, consider the function

(5.4a) Y: DM\/e/2) x D" — H
defined by
(5.4b) P((ul, .. ut), (0. o) = (ul, out et cv)‘),
where
1)2 )2
(5.4c) c=§(1+(U) +€+(u)>

It remains to check this is a diffeomorphism, but we’ve been given a completely explicit formula so that’s not
very hard.” The second claim is “clear,” meaning that if you trace through the definition of 1 and track what
happens to dD* x D", you'll see it.

For the last claim, let g :== f|y:: N® — R. Then g~!([—¢,¢€]) is compact and contains no critical points,
so by Theorem 2.7, N = M~¢. X

Corollary 5.5. Any manifold M admits a handle decomposition.
Proof. Use a proper Morse function. X

If M is noncompact, we may need an infinite number of handles, which is fine; it’ll be countable, because
M is countable and nondegenerate critical points are isolated.

You can think of these handle attachments in terms of surgery. Say M = S', so the only handles are 0-
and 1-handles (which look like U and N).

If M = T? with the standard height function, we first attach a 2-dimensional 0-handle, and then a 1-handle,
then another 1-handle, and finally a 2-handle.

These surgeries come with the manifolds-with-boundary C = f~!([c — ¢, ¢ + €]), which is also helpful to
have around. If By == f~1(c+¢), then C is a bordism between B_ and B, : it’s a compact manifold together
with an identification 0C = B_ Il By. Compactness is important here: otherwise ever manifold is bordant to
the empty set via M X [0,00), and that’s not very exciting. If you restrict to compact bordisms, there are
manifolds which don’t bound: RP? is the simplest example.

Since we know the bordism is n-dimensional and corresponds to an index-A critical point, we have very
explicit descriptions of these three manifolds: if A :== B_\ S*?! x D"~  then

(5.6a) C = B_Ugr-1ypn-» D x D"™*
(5.6b) B_ = AUgr-1ygn-a-1 8?1 x D2
(5.6¢) By = AUga-1ygn-r—1 D} x §S"7A7L

Now we’ll switch to the homotopical story, which is broadly similar in its relationship to Morse theory but is
otherwise pretty different.

Definition 5.7. Let Y be a space and ¢: S*~! — Y be a continuous map. Then, forming the space
X =Y Uy D* is called attaching a cell to Y via 4, and 1 is called the attaching map.

Definition 5.8. A CW complex or cell complez is a space constructed by successively attaching O-cells,
1-cells, 2-cells, etc., in order, to .10

9This way of giving a proof sketch is appealing, because the explicit formula isn’t so bad, and the audience really can fill in
all the details.
10r¢ you want to attach infinitely many cells, use the weak topology.
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Whiteead first defined CW complexes in an equivalent but different-looking way; you can see this definition
in the appendix of Hatcher’s book.

Theorem 5.9. With notation as in Theorem 5.1, M€ o~ M= Uy, D> for some 1p: SA1 — Me¢,

Remark 5.10. In the smooth case, we glued along open sets, which was important in order to know what the
smooth structure is. In this setting, where we only care about the homotopy type, we can glue along closed

sets without any issues. <
Proof of Theorem 5.9. Again we set ¢ = 0. Take
(5.11) ¥ (ul, . ut) — (ul, .. u?,0,...,0)

composed with the diffeomorphism ON¢ = 9M—° = f~1(—¢) given by the third claim in the proof of
Theorem 5.1. We'll construct a deformation retraction of N* U H = M¢ into N° Uy D* which is the identity
outside

(5.12) V= {q€M€QU|(x1)2+~~~+(m)‘)2§?Z:}.

Let p: M¢ — [0,1] be a smooth function equal to 0 outside V' and equal to 1 on H, and let

0 0
— A+1 n
(5.13) &= —p(w EISEs 4t 6:0")'

Flow along —zd,, flows to the origin, since the integral curves are of the form x = Ce™!. Therefore flowing to
infinity deformation retracts R onto the origin. Instead ¢ retracts H onto H N D*, and then smoothly softens
to zero outside of H. In particular, £ generates a flow ¢, and lim;_, ; is the desired retraction. X

Corollary 5.14. M has the homotopy type of a CW complex, with a A-cell for each critical point of index .

This is not a trivial corollary (several pages in Milnor’s book). One problem is that we’d like to attach the
cells in order of dimension, which can be done using a rearrangement theorem, using a self-indexing Morse
function: the critical points of index k are on f~1(k). These exist. Another, easier, issue is that we’d like the
attaching maps to be cellular, but this can be easily fixed using the cellular approximation theorem.

We didn’t have time to get to the next theorem, but it’s interesting.

Theorem 5.15 (Reeb). Let M be a compact n-manifold and f: M — R have exactly two critical points,
each nondegenerate. Then M ~ S™.

That is, M is homeomorphic to S™. Milnor looked at some examples and discovered something surprising,
that some of them aren’t diffeomorphic to S™! He looked specifically at S7, but this is true in many other
dimensions too.

Lecture 6.
‘7 Morse theory and homology: 9/26/18

“This is called the Morse inequalities, which is strange because they’re equalities.”

First we’ll discuss the proof of Theorem 5.15, that any manifold M with a function f with exactly two critical
points, both nondegenerate, is homeomorphic to a sphere.

Proof of Theorem 5.15. Let pg be the first critical point and py be the second, and without loss of generality
assume f(p;) = i. Choose Morse coordinates x!,...,2™ on an open neighborhood U of pg: z%(py) = 0,
By(2¢) C z(U), and on U,

(6.1) =@+ @)

Now we choose a Riemannian metric on M which on f~!((—o0c, 2¢)) is the standard Riemannian metric on
B (0): (dz')? +---+ (dz™)2. Let ¢ == (grad f)/|grad f|> on f~1([e,1 — §]) for some & > 0, and let ¢; be the

flow £ generates. Observe £ - f = 1 everywhere.
Define h: B — M \ {p1} by

(6.2)

(2! ny the corresponding point in U C M, |z|<e
z=(z",...,x
p1-c(ex/r), e<r=lz| <l
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Then check that A is a diffeomorphism: smoothness follows from properties of flow, and the inverse function
theorem tells you the inverse is smooth. Then one can extend h to a homeomorphism h: S™ =~ D" /90D™ — M,
which sends [0D"] — p;. X

In general, we cannot make M diffeomorphic to S™.

Recall that we showed in Corollary 5.14 that a Morse function f on M defines a CW complex homotopic
to M. This has consequences for the homology and cohomology of M. Specifically, the homology of M is
that of a chain complex

%) %) %)

(6.3) 0 Co Ch Chn 0

where Cj is free abelian of rank c;, the number of critical points of index ¢. In particular, if M is closed,
so its CW complex is finite, each ¢, is finite, and this is smaller than, but quasi-isomorphic to, the singular
chain complex used to define homology, and computations with it may be easier.

Corollary 6.4 (Lacunary'! principle). If for every c,,cy nonzero, we have |¢' — q| > 2, then H.(M) is
torsion-free.

Proof. Well this means all maps 0 in (6.3) are zero, and therefore the chain complex computes its own
homology, and each C is torsion-free. X

Let k be a field, and define Cy(k) := Cy; ® k. Then H,(M;k) is the homology of the induced chain complex

(6.5) 0<—Co(k) <2—Cy(k) <2— . <2 Cp(k) =<—0
Definition 6.6. The Betti numbers of M are hy(k) = dimy, H,(M; k). If we don’t specify k, it’s assumed to
be Q.

Example 6.7. M = RP" has a CW structure with a cell in every dimension, and its CW chain complex is

0 2 0 2

(6.8) 0 Z Z Y/ z Z 0.

If k = Fq, then all of the boundary maps on C,(Fs) are 0, so the homology is Fy in every dimension, and
hg(F2) =1 for all g. But over Q, they’re nonzero:

1 =0 =n odd
(6.9) hg =4 1= Tera=notd <
0, otherwise.

Definition 6.10. The Fuler characteristic or Fuler number of M is
(6.11) X(M) = (=1)%,.
q=0
This turns out to equal > (—1)%h, (k) for all fields k.
Theorem 6.12 (Morse inequalities). Define

n

(6.13) My =" cqt? and Pi(k) = hq(k)te.
q=0 q=0

Then there’s a polynomial Ry whose coefficients are nonnegative integers and such that
(6.14) M; — Py(k) = (1 —t)Rs.
P,(k) is called the Poincaré polynomial of M.
Proof. As usual, let By(k) denote the group of g-boundaries (in the image of 9: Cyi1(k) — Cy(k)) and Z, (k)

denote the group of g-cycles (in the kernel of 9: Cy(k) — Cy—_1(k)). Let by(k) = dimy, B,(k). From the short
exact sequences

(6.15a) 0 Zy (k) Cy(k) —2 By_1(k) —=0

(6.15b) 0 — By(k) — Z,(k) H,(k) 0,

11“Lacunary” means pertaining to gaps.
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we see

(6.16) ¢q = hq(k) + bg(k) + bg—1(k),

SO0 we can set

(6.17) Ry =Y by(k)t. b

Corollary 6.18. ¢g > ho(k), c1 — co > hi(k) — ho(k), and so on: for any m,

(6.19) D (=1)%eg =Y (=1)hg(k).
q=0

q=0
For example, in the lacunary situation of Corollary 6.4, Ry = 0 and M; = P;(k).

Corollary 6.20. If f: M — R is Morse, the Morse inequalities Corollary 6.18 hold where c, is the number
of critical points of indezx q.

This provides information about critical points: there must be at least as many index-q critical points
as the rank of H,(M; k), for any field k. For example, the homology of CP™ has one free term in each even
degree, so we know Morse functions on CP™ have at least those critical points, though we may hope for the
lacunary situation and a minimal number of critical points.

Definition 6.21. A Morse function f: M — R is perfect over k if ¢, = hq(k) for all ¢. If this holds for all k,
we call f perfect.

The existence of a perfect Morse function implies hq(k) = hq(Q) for all fields k, which means that H, (M)
is torsion-free. (The converse is probably not true.) Thus, for example, RP" cannot have a perfect Morse
function unless n < 1.

Example 6.22. Let SU3 denote the group of complex 3 x 3 matrices A such that det A =1and A*A =1,
where % denotes Hermitian conjugate. This is an eight-dimensional Lie group: a Hermitian matrix is
determined by three complex numbers above the diagonal and three real numbers on the diagonal, so Us is
nine-dimensional, and requiring det A = 1 cuts it down one more dimension.

The Lie algebra of SUg, denoted sus, is the Lie algebra of 3 x 3 compelx matrices X with trace zero and
X*+ X = 0. This contained within it the subalgebra t of diagonal matrices, with entries A1, Ao, Az all in iR
and summing to zero. This is a two-dimensional vector space with three distinguished lines A\ = A3, Ay = A3,
and /\1 = )\3.

There’s an SUs-action on sus by conjugation: given a P € sug, let Mp denote its orbit, called the adjoint
orbit of P. It’s a fact that every adjoint orbit intersects t nontrivially, in an orbit of the symmetric group Ss
acting on t by permuting the diagonal entries; this is a jazzed-up version of the fact that a skew-Hermitian
matrix is diagonalizable.

There are three kinds of orbits.

(1) The generic situation (the generic orbits) occurs when A is diagonalizable, so we may assume A is
diagonal. The space of such orbits is a 2-dimensional torus, since it’s given by the diagonal matrices
in SUs, which are specified by data of three unit complex numbers whose product is 1. Therefore the
orbit is a 6-manifold, a homogeneous space of the form SU3/T?2. This is a complex manifold (in fact
a Kéhler manifold), called the flag manifold of SUz. Call this M.

(2) Another orbit type has Ay = Ao, where its Jordan form is block diagonal (one 2 x 2 block, one 1 x 1
block). In this case, the stabilizer is the special unitary matrices which have that form, which is
denoted S(Uz x Uy), and what we get is a 4-manifold. Each matrix in an orbit is determined by a
complex line, so the orbit is precisely CP?.

(3) The zero matrix is unaffected by conjugation. This is the last kind of orbit.

The vector space sus has a metric,

(6.23) (X,Y) = —tr(XY).
This is SUsz-invariant, and for Z € sus,

(6.24) (2, X],Y)+(X,[Z,Y]) =0.
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Therefore if adp: sug — sug sends X — [P, X], TpMp is the image of adp, and therefore the normal space
is ker(adp).
For an adjoint orbit M, let f: M — R be

1
(6.25) P §dist(Q, P)?,
where () is some matrix not in this orbit.

Theorem 6.26.
(1) crit(f) =Mnt.
(2) f is Morse iff Q isn’t on the three lines {\; = A;}.
(3) The index of a P € crit(f) is twice the number of times the line from P to Q) intersects the lines
{Ai =}
The indices are even, so the lacunary principle applies, and we can read off the Betti numbers from these
intersections, and see Poincaré duality. We in particular conclude
(1) H.(M) and H,(CP?) are torsion-free.
(2) CP? has a CW structure with one O-cell, one 2-cell, and one 4-cell.
(3) The flag manifold has a CW structure with one 0-cell, two 2-cells, two 4-cells, and one 6-cell.
(4) For generic P, H?(Mp) = Z?, which we can interpret as the group of line bundles on the orbit.
<

This applies to general connected compact Lie groups, though requires more theory. Bott then applies this
to loop spaces, which are infinite-dimensional.

Lecture 7.
( Knots and total curvature: 9/26/18

Jonathan, then Sebastian, gave this part of the lecture, where they discussed integrating the curvature of
a knot and the Fary-Milnor theorem.

Definition 7.1. A knot is a smooth embedding K : St — E3.

To do geometry with knots, we’ll want to parameterize the knot, by defining a function z: R|toE? with
x(s1) = x(s2) iff s — s1 = Ln for a fixed constant L € R and n € Z. Assume |2/(s)] = 1.

Definition 7.2. The absolute curvature of K at xg € K is |k(s)| = |2”(s0)|, where x(sg) = x¢. The total
curvature is

L
Tk = / |k(s)|ds.
0
Absolute curvature has units of 1/L, and the total curvature is dimensionless.

Theorem 7.3 (Fary-Milnor). If the total curvature of K is less than 47, then K is unknotted (i.e. isotopic
to a trivial embedding).

This theorem was proven at about the same time by both Fary and Milnor. Milnor was about 19 years old.

Example 7.4. Consider the unknot as the unit circle in R? C R®, with parameterization (R cos s, Rsin s, 0).
Then |k(s)| = 1/R, and the total curvature is 2. <

Example 7.5. The embedding

(7.6) x(s) = (4cos2s + 2cos s,4sin2s — 2sin s, sin 3s)

defines a knot called a trefoil. In this case Tk =~ 13.04 (for reference, 47 ~ 12.57). <
Pick a v € 52 and define h,: K — R by hy(z) = (z,v).

Definition 7.7. Let ux(v) be # crit(h,) when h, is Morse, and zero otherwise, which defines a function
MK - 52 = 7.
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This function is integrable (in the sense of Lesbegue), and we let

1

(7.8) k= 1~ pi (v) dA.
T J g2

This is the average number of critical points of h, over v € S2.

Definition 7.9. Let (My, go) and (M7, g1) be compact Riemannian manifolds of the same dimension and
f: My — M; be a smooth map. The Jacobian of f is a function |J¢|: My — [0, 00), defined as follows: at
x9 € My, if {e;} is an orthonormal basis of T}, My, let Gr(zo) denote the matrix whose (i,7)™ entry is

gl(df|960 (ei)7df‘10(€j))' Then,

(7.10) |[J£|(z0) == \/det Gp(xo).
There’s an argument to show this doesn’t depend on the orthonormal basis we chose.

Definition 7.11. Suppose f: My — M; is a smooth function between compact manifolds of the same
dimension. Let Nf: M; — Z send z; to the cardinality of its preimage if x; is a regular value, and 0 if it’s a
critical value.

Theorem 7.12 (Co-area formula). Ny is measurable, and

Ni(z)dV = |Jf (o) dV.

M, Mo

Proof idea. There’s a fairly simple calculation which gets across the idea, but not the details:

(7.13) / |Jf|(330)dV:/ </ dvfl(x1)> av = [ Ni(ay)av. X
My M, f~1(z1) M,

There’s another interpretation of this theorem: the Riemannian metric on M, defines a measure pg, and
we can push it forward to M;. Then, Theorem 7.12 says that f.po is absolutely continuous with respect to
the Riemannian measure p; of My, and that it’s a multiple by the function Ny.

Let S(v) denote the normal bundle of the knot, the set of pairs (z,v) € K x §? with v L i, and let
pr: S(v) — 5% send (z,v) — v.
Lemma 7.14. Given av € S?, uy(v) = N, (v). That is, v is a nondegenerate critical point iff v is a regular
value of px, and # crit(hy) = #px' (v).
Proof. Fix a v € §%2. Then z(s) € Crit(h,) iff h! (s) = (v,2'(z)) = 0, which is true precisely when v L i(s),
i.e. when (z(s),v) € S(v), which is equivalent to (z(s),v) € p* (v).

Now suppose zg € crit(hy), so (v,E(sp))) = 0. Fix e1(s) such that (z(s),e1(s)) is a section of S(v) and

e1(sp) = v, and let e(s) = @(s) x e1(s); since e;(x) L &(s), this gives us something nonzero. We also have
that (TODO: I'm not sure what the notation meant exactly here). X

By the coarea formula.
1
- 4 S2
1
o 47 S2
1

47 S(v)

105 px (v) dA

N, (v)dA
‘JPK‘dA

We put the metric gg(,) = ds® + df? on S(v), and then compute:
(7.15) pK(s,0) =v(s,0) = cos(f)e1(s) + sin(f)ea(s),
and the Jacobian is

<U57U5>E <’U9,U3>E

7.16 Jk|? = ,
(7.16) il (vs,v0)E  (ve, Vo)
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where
(7.17a) vs = cosfe](s) + sinfej(s)
(7.17b) vg = —sin feq(s) + cosfea(s).
Let A(s) = (ai;(s)), where a;;(s) = (e;(s),€}(s)). This is a skew-symmetric matrix:
0 —a(s) —pB(s)
(7.18) A(s) = | a(s) 0 —(s)
Bls) (s 0
Then
(7.19a) (vg,vg) =1
(7.19b) (vs,v5) = (a(s) cos @ + B(s) sin 0)? + (s)?
(7.19c¢) (vs,v9) = (€](5),e2(s)) = a12(s) = (s).

This means the Jacobian is
|In;| = |a(s) cos @ + B(s) sin 0]

(7.20) =|(a(s),B(s)) - (cos ,sin 0)].

Therefore
([ 0065060 (ostsinenian) as = [ lats) o) eosto ~ )]s

=4va(s)? + B(s)?
= 4lep(s)].
Milnor defined the crookedness of a knot to be cx = (1/2)fx and

(7.21) Tk = /L|n(s)| ds =7 fig = 2mck.
0
Corollary 7.22. Any knot has total curvature at least 27.
Proof. Since any Morse function has a minimum, c¢x > 1; then invoke (7.21). X
Corollary 7.23. If K is planar and convex, then T = 2.
Proof. Convexity means any Morse function has a unique minimum, so cx = 1, and then we use (7.21). X
In fact, the converse is true.

Proof sketch of Theorem 7.3. If Tk < 4w, then cx < 2, which means ¢k (v) = 1 for all v. (TODO: how does
this suffice? I'm really confused — maybe I have some definitions wrong) X

Chern and Lashof generalized this to higher-dimensional immersions M < RY. For example, consider
a compact, oriented surface ¥ with genus g embedded in R3, and with total curvature (2g + 2) - 2r iff the
surface lies on one side of the tangent plane at each point of positive Gauflian curvature.

Lecture 8.
‘7 Submanifolds of Euclidean space: 10/1/18

“Please ask questions, it’s boring to just be up here by myself. Actually, that’s not true; I
love it.”

Let E be a Euclidean space modeled on a real finite-dimensional inner product space V, and M be an
n-dimensional submanifold of E. In this setup there is some additional structure; the first thing we’ll do
today is discuss that structure.

Definition 8.1. The first fundamental form on M is the induced metric on M, I,: T,M x T,M — R.
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In more detail, if p € M, T}, E' is canonically identified with V', and T,M C T,EF =V, so given &, € T, M,
I,(&,m) = (&,n) taken in V. The normal bundle NM — M is the vector bundle whose fiber at a p € M is the
orthogonal complement of T}, M inside V. For all p there’s a direct-sum splitting V = N,M @& T,,M, splitting
a vector ¢ into its tangential and normal components £ T and &+, respectively.

Definition 8.2. The second fundamental form on M, denoted II,: T,M x T, M — N,M, sends &;,& —
(Dﬁl SZ)J—'

To make sense of this, we employ a common trick in geometry: extend &; and & to vector fields in a
neighborhood of p, then show it’s independent of that extension.

Lemma 8.3. This is independent of the extension of &s, and is symmetric in & and &s.

Proof. 1t suffices to show that ¢: & — (Dg, &)F is linear over functions, i.e.

(8.4) o(f&2) = f(p)op(&2).
This is a calculation:
(8.5) (D, (f62))"(0) = (1~ (D) - &2(p) + f(p) D, E2(p)) ™
(8.6) = f(p)(De, (£2))(p),
since &1 and & are purely tangential.
We'll return to symmetry in a little bit. X

If we chose the tangential component instead of the normal one, we wouldn’t get something linear over
functions; instead, we’d get a connection, and in fact the Levi-Civita connection.

Definition 8.7. If v € N, M, define II,(v): T,M x T,M — R by

(8.8) 1,82 — (1p(&1,&2),v) = (Dg, 2, v).
If v is extended to a normal vector field in a neighborhood of p, then (£2,v) =0, so
(8.9) 0=2~& - (&2, v) = (D, &2, v) + (&2, Deyv).
Since I, is nondegenerate, we define the shape operator, a self-adjoint operator S,(v): T,M — T, M by
(8.10) (V) (&1, 62) = I(Sp(v)é1, §2) = (Sp(v)é1, E2)-

Example 8.11. Suppose dim V' = 2 and dim M = 1. Then the normal bundle is one-dimensional; a consistent
choice of unit normal v, on the plane curve M is called a co-orientation. In this case, the shape operator for
vy is exactly the signed curvature of M at p. <

For surfaces in 3-space, the shape operator is also related to curvature as it’s classically studied, though
the description is a little more complicated.
Suppose ¢ € E\ M, and define f: M — R by
1 1

(8.12) Fp) = 5distn(p,0)* = 5 (v, 1),
where v: M — V sends p — g — p;, where p; is a vector field with py = p and py = £. Then
(8.13) dfp(§) = (Dev,v) = —=(§,v),

since £ € T, M. That is, p is a critical point of f iff ¢ —p L T, M. In this case, the Hessian is

Hessy, f(&1,€2) = &1+ (&21)(p) = %6152(1/, V)
==& (&,v)
= —(D¢,&2,v) — (€2, De,v)
= —1I,(v)(&, &2) + (§2,61)-
That is,
(8.14) Hess,(f) = Ip — I ,(v),

which is a pretty formula.
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The associated self-adjoint operator is idz, ar — Sp(v). If p1, ...,y are the eigenvalues of S, (v), then
(8.15a) dim ker Hess, (f) = #{p; | i =1}
(8.15b) ind Hess,, (f) = #{pi | s > 1}.

Lemma 8.16. Set ¢; .= p+t(q—p) and f:(p') = (1/2)|q: — p’|. Then
ind Hess,, f = Z dim ker Hess,, f;.

0<t<1

Proof. This is because
(8.17) Hess, fi = I, — II ,(tv) = I, — tII,(v). X
The focal points of the manifold are exactly the points g such that the p we get is a degenerate critical

point. If M is a light source, these are focal points (“bright spots”) as per usual.
More precisely, let e: NM — E be the map (p,v) — p + v, the evaluation map.

Definition 8.18. A focal point of M is a critical value of e.
Proposition 8.19. ¢ = p+ v is a focal point iff Hess, f, is nondegenerate.

Proof. Suppose (p¢,v4) is a curve in NM with (po,v0) = (P,v), (po,0) = X € T,,,)NM, such that the
component in T, M is £. Then

(8.20) depy(N) =E+v eV

If this vanishes, then 7+ = —¢, so ¥+ = 0. For any v € T,M,

(8.21) 1I,w) (& n) = —(Dev,n) = —(v,m) = (€, m),

so Sp(v)§ = € and ¢ € ker Hess,, f,. X

e+ —

In the second half, we’ll study Morse theory on adjoint orbits of SU3 acting on sug, using the technology
we developed above. In this case V = F = sug, an eight-dimensional real vector space with an inner product
(A, B) = —tr(AB). Letting t denote the diagonal matrices in sug, which have entries A1, A2, A3 whose product
is 1, there’s a subset A of three lines, in which two (or more) of the \; are equal. If Mp denotes the SUsz-orbit
containing some P € t, then SUs-orbits in suz are in bijective correspondence to Ss-orbits in t (by permuting
the diagonal entries, which is also by reflection across lines {\; = A;}).

Any A € suj defines a skew-adjoint operator ad 4: sus — sug by B +— AB — BA.

Exercise 8.22. There are natural identifications TpM = Im(adp) and NpM = ker(adp).

The proof uses the SUsz-invariance of the inner product we defined.
Set ¢¢ == e*4 and compute %’t:o' If

A1
(8.23) P= o :
A3

then t C keradp. If A\; = Ao = A, then P commutes with block matrices (one 2 x 2 block, one 1 x 1 block);
this is the normal space keradp.

Fix an orbit M and Q € t\ (M Nt). Let f: M — R send A — (1/2)dist(Q, A)? = (1/2) tr(Q — A)?, as
in (8.12).
Theorem 8.24. Crit(f) = M Nt. f is Morse iff Q ¢ A, and the index of P € Crit(f) is twice the number
of points that the open line between P and Q intersects A.'?

Corollary 8.25. We’re in the lacunary situation, so H,(Mp) is torsion-free. We also obtain a CW structure
on CP? with a single 0-, 2-, and 4-cell, and show that a generic Mp has Betti numbers 1, 0, 2, 0, 2, 0, 1.

12The three lines of A intersect at the origin, so if we have to include that case, we should count it with intersection number
3.
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Proof of Theorem 8.24. First, suppose that Re t, P € M Nt, and X € suz. Then

(8.26) v, = e X Re™tX

is normal to M at

(8.27) Py =X PemtX,
Using the Leibniz rule,

(8.28) P= %Pt = XP - PX,

=0
also known as adx P = [X, P]. Since Dix pjv = [X, R], then we can compute the first and second fundamental
forms:

(8.29a) Ip([X1, P, [X2, P]) = ([X1, P], [ X2, P])
(8.29b) 1T, (R)([X1, P, [X2, P]) = =([X1, R], [X2, P]),
and the shape operator is

(8.29¢) Sp(R) = —adgadp' .

That formula makes sense because on T, M, adp is indeed invertible. Therefore ker Hessp(f) is the fixed
points of Sp(Q — P), hence the fixed points of (adp —adg) ad;l, hence the fixed points of id — adg ad;l, ie.
the kernel of adg. This vanishes if @ ¢ A, i.e. it has three distinct diagonal entries.

To compute the index, we simultaneously diagonalize the action of adg for all R € t. The commutator of
the diagonal matrix with entries A1, Ao, A3 and E]Z is (A — )\j)E;.

Lemma 8.30. Bott studied an infinite-dimensional version of this problem for Q2SUs. The story is roughly
similar, but the triangles are a little more complicated. The lacunary principle applies, showing that H,(2SU3)
1s torsion-free, and computing its Poincaré polynomial.

X

Lecture 9.
( Critical submanifolds: 10/3/18

Let p € M be a critical point for a smooth function f: M — R, and let K}, C T, M denote the kernel of
the Hessian of f at p. We might ask whether a given £ € K, is integrable — that is, is there a curve p, for
t € (—e,e) with pg = p, po = &, and p; € Crit(f)?

Definition 9.1. A critical submanifold of M is a submanifold contained inside Crit(f). In this case T,P C K,
for any p € P.

Clearly the most interesting examples arise for non-Morse functions!
Definition 9.2 (Bott). A critical submanifold P is nondegenerate if for all p € P, K, = T, P.

Equivalently, the induced form
(9.3) Hess, f: T,M/T,P x T,M/T,P — R
is nondegenerate. Recall that TM|p/T P is the normal bunle N — P.

Example 9.4. Consider the unit sphere $2 C E3 with coordinates z, v, z and the function f: S? — R given
by (z,y, z) — 22. There are two isolated critical points, at the extrema, and P = {z = 0} is a nondegenerate
critical submanifold. The Hessian is 2dz ® dz. On P, the normal bundle is {(£},£2,€3) | €1 = ¢2 = 0}.

The quotient of $2 by the antipodal (z,y, 2) ~ (—x, —y, —z) is the real projective plane RP?, and fdescends
to a function f: RP? — R. In this case Crit(f) = RP' U {pt}. We’d like to write the Morse polynomial for
this function, whose ¢ coefficient is the number of critical points of index ¢, but RP' contributes too many
points. Instead, we use its the Poincaré polynomial, as if there were a perfect Morse function there. Thus

(9.5) M(f) =t>4+ (1 —1),

since the isolated critical point has index 2. <
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Remark 9.6. The idea of a nondegenerate critical submanifold was due to Bott, who found it useful for
studying critical points of energy functionals on infinite-dimensional manifolds. <

Proposition 9.7. Suppose m: N — M is a fiber bundle and f: M — R is nondegenerate (i.e. Crit(f) is a
nondegenerate critical submanifold). Then 7*f == f o7 is also nondegenerate.

Compare: pullbacks of Morse functions are generally not Morse, unless the fibers are zero-dimensional.
But they are still nondegenerate in this sense.

Proof. Crit(r*f) = m~! Crit(f), which is a fiber bundle over Crit(f). The index, as a locally constant
function on Crit(f), also pulls back. X

Example 9.8. Consider the Hopf fibration S — S — S2%, and consider the standard height function
f: 8% — R, with Morse polynomial 1 + ¢2. The pullbacks of the north and south pole are circles, so the
pullback Morse function is

(9.9) Mi(f) =11+ )+ (A +t) =1+t + 12+ 17

This isn’t the same as the Poincaré polynomial 1 + ¢3. The idea is that if you perturbed this function, you’d
get a Morse function which splits the two critical circles into points, and then we would get 1 +¢ + 2 +t3 as
the Morse polynomial in the more restricted sense. <

Now suppose f: M — R is a function and P C M is a nondegenerate critical submanifold with normal
bundle 7: N — P. Define qg: N — R by

(9.10) q(v) = f(n(v)) + Hessr ) f(v,v).

Example 9.11. If P = p is a point, so N = T, M, the Hessian is the usual Hessian, and there’s a coordinate
system in which

(9.12) Hess(v,v) = — Z(ﬁcl)2 + Z(yj)2,

K2

which is what the Morse lemma tells us. <

Theorem 9.13 (Parameterized Morse lemma). There exists a neighborhoof U C N of the zero section P C N
and a tubular neighborhood i: U — M covering the identity map P — P such that i*f =q on U.

The normal bundle plays the role of coordinates around P via the tubular neighborhood theorem.

Remark 9.14. TN — N has a subbundle T(N/P) = ker(n,), and the annilihator of T(N/P) C TN is
7*T*P C T*N. The spaces of sections are Q% C Q}. <

Proof of Theorem 9.13. Fix a tubular neighborhood j: N — M, and for 0 <t <1, set
(9.15) h=q—j*f
(9.16) ar = d((1 —t)g + t5* f) mod 7*Qp.

We claim that in a neighborhood of the zero section, there exists a time-varying vertical vector field &; such
that

(9.17a) &lp=0
(9.17b) Le, o = h.

In general we can’t flow for infinite time, but for 0 <t < 1, we have a flow ¢; defined on some tubular
neighborhood U of P, and with codomain U’ (another tubular neighborhood). Let’s compute what it does to
ay. Using Cartan’s formula,

d ., . d
QP = P (55,0% + dtat>
= ¢} (deg, 0, — dh)
= i (dh — dh) = 0.
Therefore
(9.18) d((jo¢1)"f) = pion = gpa0 = dg.



Arun Debray December 5, 2018 23

Setting ¢ = jow1: U — M; then ¢* f = q as desired, and we’re done — except we need to prove the claim.
Both of the equations in (9.17) are affine conditions, so we can prove them on an open cover and patch them
together using a partition of unity. That is, it suffices to produce a solution to (9.17) for the trivial bundle.

Let p € P and !, ..., 2" be coordinates on the trivial bundle. Write
(9.19a) h(p,x) = h;(p, z)z’
(9.19b) ar(p,x) = Ayj(t,p,x)2? dz'  (mod 7*Qp).
We want h|p = 0 and ay|p0, so set
1
oh
(9.20) mva) = [ )
and write
0
_ ck

Then (9.17b) is the equation A;;¢@? = h;x?, which is implied by A;;€ = h;. Since A;;(t,p,0) is the Hessian
of f at p in Np, it’s nondegenerate, which implies A;;(t,p, ) is nondegenerate for z small, and we can let
E=A"1th. X

Corollary 9.22. Suppose M is compact and f: M — R has its minimum on a nondegenerate critical
submanifold P C M. Suppose Crit(f) = PU{p1,...,pn}, where each p; is nondegenerate of index \;. Then
M is obtained from P by attaching n-dimensional handles of indices A1, ..., \n.

The proof is a lot like the original use of the Morse lemma to produce handle decompositions, but in this
case, if ¢ is the minimum of f, we begin at M°"T¢ ~ P using the parameterized Morse lemma and continue
the argument from there.

Complex manifolds. Recall the definition of a manifold: a set M together with a cover 4l by open subsets
U C Ay of affine spaces, and such that the change-of-charts maps are smooth. This induces a topology and a
smooth structure on M.

If we replace Ay with complex affine spaces and ask for the transition maps to be holomorphic (satisfying
the Cauchy-Riemann equations), we obtain a complex manifold.

Example 9.23. Let V be a finite-dimensional complex vector space and P(V) denote the set of one-
dimensional subspaces of V. We’ll sketch a realization of P(V') as a complex manifold.
Let W C V be a codimension-1 subspace, and let Ay = {L € P(V) | L ¢ W}.

Exercise 9.24. Give Ay the structure of an affine space over C, as Hom(V/W, W).

Then we have a map

(9-25) [TAw —P(v).
w

Exercise 9.26. Prove that the transition functions are holomorphic.

This complex manifold has an obvious line bundle ., whose fiber over a point L is L. It’s a subspace of
P(V)xV =V. <

If V is a complex vector space, we can choose a Hermitian pairing h: VxV — C. If g := Re(h): Ve xVg — R
and w = Im(h): Vg x Vg — R, which is skew. The unitary group U(H) acts on V, so the data of h allows us
to take the unit sphere ... TODO: I don’t know what happened after that.

Lecture 10.
( The Lefschetz hyperplane theorem: 10/3/18

In this part of the lecture, Ricky and Ivan spoke about the Lefschetz hyperplane theorem.

Let M be a complex manifold of (complex) dimension k, and assume it embeds biholomorphically in CV.
At any p € M, we have a chart w: U =V C CV, where U C C*. Choose a v € T,CN = R?N 5o for all
¢ € T,M, g(&,v) =0 (this is the inner product in R?V). Therefore v € N,(M).
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The function ¢: C¥ — C defined to send (here h is the Hermitian inner product)

N
(10.1) 2 h(w(z),v) =Y w;(2)7;
j=1

is analytic at 0, so we can Taylor-expand it. Let Q(z) = > a?jzizj denote its quadratic term. The function
(10.2) Re(h(w(z),v)) = g(w(2),v) = g(w(z +iy),v)
is real analytic in x and y, and hence also has a Taylor series

. . 1 i
(10.3) g(w(z +1y),v) = (w(0),v) + linear + 3 Zg(agiagjw(()), v)€ied,

4,J

where

. i i <1<
(10.4) 51—{36’ if1<:<k

yR ifk+1<i<2k.

)

Let Q'(z',..., 2% ' ... y*) denote the quadratic term in (10.3). We'll call the associated matrix A.
We have a basis for T, M given by Op1,...,0%,0y1,...,0,x. Let J be the automorphism sending 0,: +— 0y
and 9, > —0,i. Then QU Jv) = —Q'(v) and JTAJ = A.
Let v be an eigenvector for A with eigenvalue A; then,
(10.5) J AT = JYAJv = —Av = )\,
so AJv = =A(Jv).
Now let Ly: M — R send
(10.6) x+— h(q —z,q — ).

Saying p € Crit(L,) is equivalent to h(g — p,&) = 0 for all { € T,M. Let v := ¢ — p; then, the index of the
Hessian at p is the number of A € Spec(II) such that 0 < 1/X < ||v||. This means the index is always at most
k, so using Morse theory we get a stunning result:

Corollary 10.7. The complex manifold M has the homotopy type of a k-dimensional CW complex.
This is cool because the real dimension of M is twice that!

Remark 10.8. The fact that M embeds in CV (we say it’s affine) is crucial for this: CP™ has cohomology in
degree 2n, for any n. So we also see there’s no analogue of the Whitney embedding theorem. <

Corollary 10.9. Let V be a complex submanifold of CPY (we say it’s a projective variety ). Suppose P is
a hyperplane (a CP"~' c CP") in CP™ and P contains the singular points of V.. Then for all r < k — 1,
H"(V,V N P)=0. Equivalently, H"(V) =2 H (VN P) for all v < k — 1.

To get at this, we’ll need a theorem which generalizes Poincaré duality to maniflds with boundary.

Proposition 10.10. Let (A, X) be a pair of topological spaces (so A C X ) such that X is compact Hausdorff,
A is closed in X, and X \ A is an orientable n-manifold. Then there are isomorphisms H" (X, A) =
H, (X\A).

Letting X =V and A=V NP, V\V NP is a complex submanifold of CP" \ P = C", so putting that
together with Corollary 10.7, we get the vanishing result.

e+ —

Now we’ll discuss the Lefschetz hyperplane theorem, and a proof due to Bott, following Thom.

Theorem 10.11 (Lefschetz hyperplane theorem). Let X C CP™ be a smooth algebraic variety and H be a
hyperplane in CP™ transverse to X. Then the induced maps 7;(X N H) — 7;(X) and H, (X N H) — H;(X)
are isomorphisms if j < dim¢c X — 1 and surjective if j = dime X — 1.

This follows from another theorem.

Theorem 10.12 (Bott-Thom). In the above setting, X ~ (X N H)Ue M U---Ue M for cells eM which have
dimension higher than dimc X.
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This follows from another theorem.

Theorem 10.13. If f is a (generalized) Morse function on a compact manifold X, let X, denote the region
where f attains its minimum value and X be the minimum index of f on X\ X.. Then X ~ X, UeMU---Ue*
where \j > A.

This implies the previous theorem: we can find a Morse function ¢ on X such that X, = X N H and
A > dim¢ X. This ¢ will arise as a perturbation of h(s, s)|x, where h is a natural Hermitian metric and s is
a global holomorphic section of a hyperplane bundlre J* — CP", such that s vanishes on H*. Here are a few
facts about J* (also known as ¢'(2) in algebraic geometry):

(1) it has a natural Hermitian metric h.
(2) There’s a natural identification of global holomorphic sections of J* with degree-1 homogeneous
polynomials in degree-1 homogeneous coordinates on CP"™ (see Griffiths-Harris for more information).

The second point implies (TODO: I think) that there’s a section s which vanishes precisely on H. Then if
¢ =h(s,s)|x, HN X = X,, and it’s a nondegenerate critical manifold.

Lemma 10.14. Let p € H N X. Then there exists a holomorphic coordinate system (z',...,2™) of X
centered at p, such that near p, s = z's*, where s* is a local section of the hyperplane bundle that doesn’t

vanish at p.

Proof sketch. We can assume H = {z; =0} and p=[2": 0:...: 2"]. Since 2° # 0, we can introduce affine
coordinates w’ := 2%/2% for i = 1,...,n. Let U; be the usual patches of affine coordinates on CP"; then we’ve
just said p € Uy, so s = Az; on Uy, represented by sg = A121/20 = Ajw;.

Pick any local holomorphic frame of J* near p; then (TODO: ?) there’s an s* with s = gs*, so sop = gsg.
TODO: I didn’t follow the rest of the board, but w; is part of a holomorphic coordinate system near p with
nice properties, and some transversality condition. X

Ok, now ¢ = h(s, s)|x = 2'2'h(s*, s*)|x. If 2! = 2! +iy?, then 9,1y, Oy, is a basis for T, X /T,(H N X),
and
o 0

(10.15) Hess,, h<375)|X(8x1a Eysy

) = 2h(s",s")|p, # 0.

In particular, the Hessian is nondegenerate.
A perhaps bolder claim is that if p € X \ (X N H), then A(p) > dimc X. First we have a lemma about
positivity of J* — CP".

Lemma 10.16. 99 log(h(s,s))|, > 0.
That is,

~ 9%log(h(s,s))

920958 dz® A d2?,

p

(10.17) 90log(h(s, s))|p =

and this defines g, for a 2-form g on 7, X; positivity means this form is a positive definite Hermitian form.
For motivation, suppose £ — X is a holomorphic vector bundle with a Hermitian metric h. Then there’s
a unique Dj, whose composition with h in a holomorphic frame has (0, 1)-component d, and such that
D, =d+ H '0H, where H = (h(z;, 2;)).
If F is a line bundle, then

(10.18) Dy, =d+2logh(z.2)
and
(10.19) Fp, = d(dlogh(z,z)) = 0dlog(h(z, 2)).

TODO: I didn’t follow anything after that, and some of what came before.
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Lecture 11.
‘7 The h-cobordism theorem: introduction: 10/10/18

“Oh. .. I didn’t know that was supposed to be funny.”
Fix ann > 1.

Definition 11.1. Let V5 and V; be closed (n — 1)-manifolds. A bordism between Vj and V; is a quadruple
(W, p,0,61) consisting of

e a compact n-manifold W with boundary,

e a smooth map p: OW — {0,1}, and

e diffeomorphisms 6;: V; — p~1(i).

Often 01, 05, and p are implicit, and we just write OW = V, 11 V3.

Remark 11.2. It’s possible to glue a bordism between Vjj and V; to a bordism between V; and V5. For this
reason it’s possible to define a category whose objects are closed n-manifolds and whose morphisms are
(diffeomorphism classes of) bordisms between them. <

Example 11.3. Let f: M — R be a proper Morse function. If a; and as are regular values, then
W = f~([a1, az)) is a bordism between f~!(a;) and f~!(a2), and if a’ is a regular value between a; and as,
the bordisms f~!([a1,a’]) and f~1([a’,az]) glue to f~1([ay,az]).

If [a1, as] consists only of regular values, then W = [ag, a1] x f~!(ag), but the converse is not true: consider
the height function f(x) = 2® — z as a Morse function f: R* — R. This has the two critical points {£1}, but
the bordism from —2 to 2 is diffeomorphic to [—2,2]. <

The h-cobordism theorem involves Morse theory, but is stated in terms of bordisms.

Theorem 11.4 (h-cobordism theorem (Smale, 1956)). Suppose a bordism W between Vi and Vy satisfies
(1) H (W, Vp) =0,
(2) W, Vi, and Vi are simply connected, and
(3) n>6.

Then W is diffeomorphic to [0,1] x Vp.

Remark 11.5. For n = 5, this is false for smooth manifolds (work of Donaldson-Freedman), and is true for
topological manifolds (work of Freedman). For n = 4, this is open, and it would imply the four-dimensional
Poincaré conjecture (the uniqueness of the smooth structure on S%). It’s true for n = 3 by work of Perelman,
and is true for n < 3 for easier reasons. <

To prove this just for y = 23 as discussed above, you could try to “straighten out” R. What that actually
means is trying to cancel critical points by considering a path in the space of Morse functions, such as

3

(11.6) filz) = 3 t.

When ¢ > 0, this has two roots, and hence we get two critical points at +v/t. At t = 0, there’s a single,
degenerate critical point. For ¢ < 0, there are no critical points, so we get a cylinder bordism as promised.

We can consider the space of Morse functions inside the space of all functions. This space is known to
be contractible, using a subject called Cerf theory after its pioneer, J. Cerf. There are various proofs of the
contractibility of this space, such as one by Eliashberg and another by Galatius. This means that, in a sense,
it doesn’t matter which path you take to cancel the critical points. This is one approach to the h-cobordism
theorem, but not the only one.

So the main steps of the proof are:

(1) First, construct an ezcellent Morse function on W, meaning that f is constant on Vp and Vi, and
each f(V;) is a regular value. To do this, you have to think about what smoothness on a manifold-
with-boundary actually means: we usually use open sets to talk about it, and we don’t quite have
those. So this means introducing collars to make sense of this notion.

(2) Next we want to construct a self-indexing Morse function on W. We could do some extra work to get
the same critical points, which might not be needed. This means that we have critical values 0, ..., n,
and the preimage of ¢ contains the set of critical points of index 7. For convenience, set the regular
values f(Vp) = —1/2 and f(V1) =n+1/2.
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(3) Then we cancel critical points of consecutive indices, given a sufficient condition.

(4) If n is even, we might be left with critical points in the middle dimension, which we eliminate with
something called the Whitney trick.

(5) There’s a special argument needed to eliminate the critical points of index 0 and 1. If f is a Morse
function, —f is too, and if f is self-indexing, n — f is also a self-indexing Morse function. So this
argument also cancels the critical points of indices n — 1 and n. Therefore these kinds of arguments
will often stop after the middle dimension, since then you can just turn f upside down.

The details will appear in the next few student talks.

Remark 11.7. As long as we’re not looking at topological 5-manifolds, the only place the constraint on the
dimension appears is in step (4). <

In Dan’s next few lectures, he’ll talk about negative gradient flow. This is a subject which has several
applications: one is to actually construct the CW complex that Morse theory tells us about, using geometry;
another, in the most general setup in infinite dimensions, is Floer theory. In infinite-dimensional Morse
theory, say modeled on a Banach space, manifolds can’t be locally compact, and so one has to produce clever
arguments and ideas to work around this. Palais and Smale wrote some good papers about this, and so a nice
condition replacing compactness is called the Palais-Smale condition. But enough of the details are present
in the finite-dimensional case to be interesting, and we’ll restrict ourselves to that.'3

Our setup is a closed (or sometimes just compact) Riemannian manifold M and a Morse function f: M — R.

Let p1,...,pn be the critical points of f, with indices Aq,...,Ay. Letting £ := — grad f, then for all vectors
neTyM,
(11.8) —dflq(n) =& n).

Let ¢, (t € R) denote the flow of .
Lemma 11.9. For every q € M, the limits lim;_, 1o ©1(q) exist and are critical points.

This is not true for arbitrary flows/integral curves. An easy example is flow along circles parallel to the
zy-plane in S% C R3: all orbits are periodic, so no limits exist except those for the fixed points, the north
and south poles.

Another obstacle is dese orbits. Consider the torus 7% = R?/Z? and a constant vector field ¢ = (1,a),
where a € R\ Q. This is locally, but not globally, a gradient flow. One can show that the orbit containing
the image of (0,0) is dense, and therefore its limit as ¢ — oo cannot exist.

The existence of these limits means that the velocity decreases as time goes on. This is a very useful
fact, allowing us to control its geometry, and is not true for many flows. For example, Perelman studied
Ricci flow on Riemannian manifolds, and was able to obtain powerful results by interpreting it as akin to
a gradient flow, discovering a similar bound on velocities. In physics, there’s an analogous concept called
renormalization group flow, and if it behaves like a gradient flow, it’s a powerful tool to control the quantum
field theory of interest (though these are not theorems, yet).

Proof of Lemma 11.9. 1t suffices to consider ¢ — oo, and then replace f with —f to get the result at —oo.
Let

(11.10) ¢ = inf f(ee(q)).
Then
d
(11.11) 0= lim —f(pi(g)) = = lim —[&, ()%
since
(1112) a (@t(Q)) = df|<Pt(‘1) (5) = _<£v§>

Since the velocity decreases to zero in the limit, the limit must exist, which is left as an exercise. One doesn’t
need compactness for this part, only completeness.
Since lim; ;o0 £, (q) = 0, then the limit is a critical point, and f(p) = c. X

L3Further details on the infinite-dimensional case can be found in Jirgen Jost’s book, chapter 8.
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So these gradient flow lines must both begin and end at critical points. We also have N special flow lines
which sit at each critical point. These partition the manifold; N constant, zero-dimensional ones, and the
rest injective motions, with everywhere nonzero velocity. This means they’re embeddings of R into M. This
flow is very simple, compared to many other flows we could write down.

From this we obtain two maps 4+, —: M — Crit(f), sending ¢ — lim; o ¢+(q), resp. lims o ©:(q).

Definition 11.13. With M and f as above, let p be a critical point of M. Its stable manifold W*(p) is
{g € M |lim;_,oc :(q) = p}, and its unstable manifold W*(p) is {q¢ € M | lim;—, o 9:(q) = p}.

The key theorem is that these are actually manifolds, and in fact balls, which (if f satisfies an additional
condition) give a CW decomposition of M.

Example 11.14. Consider the torus with its standard Morse function. Then gradient flow doesn’t actually
define a CW structure on the torus! It produces four 0-cells, but the region that flows to the middle two
critical points is diffeomorphic to two intervals, not one. <

The issue comes down to transversality: two things intersect nontransversely, so the dimension of the
intersection is larger than expected. Of course, we can tilt the function slightly to fix this problem.

Definition 11.15. A Morse function f is Morse-Smale if for all p,p’ € Crit(f), W?*(p) and W*(p') intersect
transversely.

Of course, this is a little funny before we proved W#(p) and W*(p') are manifolds! So on to the theorem
where we do that.

Theorem 11.16. For all p € Crit(f), if X is the index of f at p, then

(1) W¥(p) is a submanifold of M diffeomorphic to B, and
(2) W*(P) is a submanifold of M diffeomorphic to B"~*.

This takes care of everything away from the critical points; then we also have a nice local model V' = T, M
at each critical point p, namely Morse coordinates. We will study the negative gradient flow in these
coordinates.

In this setting, ¢ = f(p) plus a quadratic, so for z € V,

(11.17) ¢ () = F(p) — 5 (L,)

for some invertible self-adjoint operator L: V — V. In particular, this is a linear vector field, and is the
gradient flow.

Next we diagonalize, introducing coordinates z', ..., 2" such that
1 1
(11.18) q=f(p) — 5((acl)2 4+ (2)?) + 5((3:)‘“)2 4+t (2™)?).
Then fori=1,...,Aand j=A+1,...,n,
0 0
0 0
( ) OxJ i 9z’

for some oy, 3; > 0, and™
, 0 .0
(11.20) igzzi:aix e —zj:ﬁjxf@.

So flow lines look like hyperbolas (or hyperboloids in general) avoiding the origin, plus flow lines along the
coordinate axes, incoming along some directions and outgoing along others. Then one can deform the stable
manifold to...TODO: I missed this part. An argument using Moser’s principle seems to work but fails for
A # 0,n, and in general the deformation is topological, not smooth.

14Despite the presence of lower and upper indices, we’re not using any summation convention.
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Lecture 12.
‘7 The h-cobordism theorem: 10/10/18

Today, Riccardo and Cameron spoke, as the first student lecture on the h-cobordism theorem.

Definition 12.1. An elementary bordism is one which admits an associated Morse function with a single
critical point.

In particular, if f: M — R is a proper Morse function and a1, as € R are regular values such that (a,as)
contains a single critical point, then f~!([ay,az]) is an elementary bordism from f~(a1) to f~1(az).

Example 12.2. The pair-of-pants bordism from two circles to one circle is an elementary bordism. <

Every bordism can be written as a successive composition (by gluing) of elementary bordisms (except
of course those with no critical points, which are products with [a1,as]). We would like to rearrange the
components of this composition. Specifically, if X is a bordism from C to C’ and Y is a bordism from D to
D', such that ind(C) = ind(D’) and ind(C") = ind(D), then we can rearrange X into Y.

The idea is that if p and p’ are two critical points of a Morse function whose stable and unstable manifolds

/9

never intersect, we can “move p past p’,” and more specifically move f in the space of Morse functions so
that f(p) < f(p').

Definition 12.3. A vector field ¢ is gradient-like if it’s the gradient of some Morse function f, so df(§) >0
away from the critical points.

A gradient-like vector field for f in a Morse neighborhood looks like
(12.4) E=—ax'0) —...— 220N+ a:)‘+18>\+1 + -+ 2"0,.

We will let K, :== W?*(p) UW*"(p). If there are only two critical points, this is compact, but this need not be
true in general.

Theorem 12.5. Let (W, Vy, V1) be a bordism with associated Morse function f: W — [0,1] having two
critical points p,p’. Suppose that for some choice of gradient-like £, the sets K, and K, are disjoint. Let
a,a’ € (0,1); then there exists a Morse function g such that

(1) f is still gradient-like for g,

(2) the critical points of g are p and p’, and g(p) = a and g(p’) = o', and

(3) g agrees with f near Vo and Vi, and near p and p’, g — f is constant.

Proof sketch. Let K := K, UK, and let 7: W\ K — Vj be a smooth projection. Let p: V' — [0,1] be a
function which is 0 in a neighborhood of V4 N K, and 1 in a neighborhood of V5 N K.
We claim we can extend p to a fi: W — [0,1] wheh is 0 on K, and 1 on K, and which is constant along

flow lines of £&. More specifically, we claim there exists a G: [0, 1] x [0,1] — [0, 1] such that

1) for all z and y, %—G > 0 and G(z,y) increases from 0 to 1,

( .

(2) G(f(p),0) =aand G(f(p'),1) =d,

(3) G(z,y) = x for x near 0 or 1 and for all y,

(4) 2%(2,0) =1 for x in a neighborhood of f(p), and

(5) %(m, 1) =1 for z in a neighborhood of f(p’).
This is plausible, and isn’t the most interesting part of the proof, so we’ll skip it.

The next claim is that g(¢) = G(f(¢),(q)) is the required Morse function. For example, we know it must

differ from f by a constant near p and p’ because they have the same derivative. The other properties aren’t
too much harder. X

We can amplify this to a broader result.

Theorem 12.6. Let (W, Vy, V1) be a bordism with associated Morse function f: W — [0,1] whose critical
points are partitioned into two sets P = {p1,...,pm} and P' = {p},...,p,}, such that f|p and f|p: are
constant. Let a,a’ € (0,1); then, there’s a Morse function g such that

(1) f s still gradient-like for g,

(2) the critical points of g are py,...,pm and py,...,p,, and g(p;) = a and g(p}) = a’, and

(3) g agrees with f near Vo and Vi, and near each p; and p};, g — f is constant.
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The proof is analogous.

Definition 12.7. Let a be a regular value of a Morse function f and p be a critical point. Then (assuming
Theorem 11.16) W*(p) N f~1(a) and W¥(p) N f~1(a) are either empty or spheres; in the latter case they're
called the stable (resp. unstable) spheres of p at a, and denoted S*(p) and S“(p) (as long as a is clear from
context).

Theorem 12.8. Let (W, Vy, Vi) be a bordism with associated Morse function f: W — [0,1] whose critical
points p, resp. p' have indices X\, resp. X', and assume X' > X. Without loss of generality assume f(p) <
1/2 < f(p'); then, it’s possible to alter & on a prescribed neighborhood of f~1(1/2) in such a way that with
respect to the new &, S*(p) N S¢(p') = @.

Here, we're taking the spheres at a = 1/2.

Proof. We know dim S*(p) = n — A — 1 and dim S*(p) = X — 1, where A := indp and X := indp’. Then
by transversality there exists an hy: I x V' — V such that hg = idy and (possibly more axioms I didn’t
catch, TODO). Letting H(t,z) = (¢, hi(x))...1 didn’t follow what happened next, but I think we used H to
“straighten out” the flow. X

Finally, we’ll need one more lemma.

Lemma 12.9. Given (W, Vo, V1) and f as above, and a vector field & gradient-like for f, let V = f=1(b),
where b is a reqular value, and let h: V — V be a diffeomorphism isotopic to the identity. If f~'([a,b])
doesn’t contain any critical points, it’s possible to construct a new gradient-like vector field € for f such that
& and & coincide outside of f~'([a,b]) and B = h o p, where  and ¢ are the diffeomorphisms f;(a) — V
obtained by following trajectories.

Our goal is to prove the following theorem.

Theorem 12.10 (Final rearrangement theorem). Any bordism ¢ may be expressed as a composition of
bordisms C' = Cpo---0C,, where n — 1 = dim C, and where each bordism Cy admits a Morse function with
just one critical value and all critical points are of index k.

We cannot assume each C; is elementary! For example, consider two circles as a bordism @ — &: it has
two critical points of index 0 and two critical points of index 1.

Theorem 12.11. With notation as above, the gradient-like vector field §& may be chosen such that S*(p)
intersects S™(p') transversely.

Theorem 12.12. In the setting as above, if S*(p) and S*(p) intersect transversely and at a single point,
then W 2V x [0,1].

Now we can use this to simplify some cobordisms. We will always adhere to the notation that W is a
bordism from Vj to Vi, with an associated Morse function f. p will denote a critical point of f, £ will denote
gradient flow, and £’ be a modified gradient flow, with g a function such that £’ is gradient-like for g and
g = f in a neighborhood of OW.

Consider a function v: R — R which in a neighborhood N(0) of 0 looks like v(¢) = ¢ and in a neighborhood
N(1) of 1 looks like v(t) = 1 — ¢, and which is positive on (0,1) and negative on the complement of [0, 1]. We
specify

1 1 ,
(12.13) | vrae = 50060 - 1),
Then let
(12.14) Vieh) = f(p) + 2 /0 " dt.

If 2t € N(0), this is f(p) + (2/)?, and if 2! € N(1), this is f(p') — (z1 — 1)%
The multivariate version of this is to let

(12.15) F',...,2™) = f(p) + V(') — (H)? - = (x’\+1)2 + (90)‘4'2)2 e (22
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In a neighborhood of 0, this looks like f(p)+ (2!)? —---+-.- and in a neighborhood of 1, we let y* = 2! —1,
and get F(ylaxza"wxn) :f(p/) - ((y1)2+)+
Let T denote the orbit of the flow out from p.

Lemma 12.16. For any open U containing T, there exists an open U’ C U such that no flows start in U’,
leave U, then come back to U’.

This is a kind of uniqueness result.

Proof. Introduce a Riemannian metric, so we can make our manifold a metric space. If the theorem is false,
then we can produce a sequence of flows ,, and their points t,, s,, and r,, where the flow is in U’, is in U,
and then is in U’ again.

If Ty is the segment of 4/ from Vj to s, then d(Ts/,T) is a continuous function on s’, so has a minimum on
this compact set, which is realized by some d(Ts,T'), and this Ty will cause a contradiction (TODO: as soon
as I understand the proof...) X

NoTE: Cameron continued his lecture the next Wednesday: the notes from here until the end of this
section are from 10/17. We're in the middle of proving a cancellation theorem for critical points by modifying
¢ in the neighborhood of the unique trajectory between two critical points p and p'.

The key is to reduce the general story to the local model. If we're sure that a flow line leaves the
neighborhood of the flow line T' from p to p’, then it goes from Vg to V;. If we can modify £ such that every
flow line that enters the neighborhood once leaves once, then we also don’t have to worry about those.

Specifically, we claim that for every neighborhood U of T', there’s a “safe” neighborhood U’ C U such that
if v is a flow line which is in U’ at ¢y and leaves U at t; > tg, then v does not return to U’. The proof is to
proceed by contradiction — given a point in a sufficiently small neighborhood of an s € T', we can get a flow
line T violating the claim, and ¥ (s) = d(T, T) is continuous; then one can use this to produce a sequence of
points with contradictory properties.

Then (TODO) we have to shrink the neighborhood a few more times, such that (1) we’re in a compact
set and (2) something else. In particular, we can modify £ inside this compact set, and leave it the same
everywhere else, using a bump function (so we have this compact set inside an open set whose closure is
compact and in U”).

TODO: I didn’t understand the modification and therefore wasn’t able to follow the proof.

Now we want to show that, after making this modification, we get a product cobordism for the modified
flow.

Lemma 12.17. For g € M, define 179(q) to be the time to flow to q from Vi and 11(q) to be the time to flow
from q to Vi. Then 19,7 are smooth.

To prove this, we need another lemma.

Lemma 12.18. Let M be a manifold, D C M be a codimension-1 embedded disc and & be a C*° vector field
on M tranverse to D at some point xog € D. Then there’s a neighborhood U of xg in D and an € > 0 and an
embedding ®: (—e,¢) x U — M such that ®(0,0) = z¢, Plyxoy s  +— x, and $,(0;) = §.

We'll call this sort of neighborhood a striated neighborhood.

Proof. Since D is embedded, there are coordinates u!,...,u™ for a chart U such that V = DN U is included
in R™ as the last n — 1 coordinates. Transversaliy of ¢ means that du'(¢) > 0. Then, the fundamental
theorem of ODEs shows there’s a neighborhood V of {0} x V in R x V such that (¢,z) — () is a map
YV — U. Then V contains a neighborhood of (0,0) of the form (—¢,¢) x U, so all we need to do is check that
dvp|(0,0) is an isomorphism. For i > 2,

0 0
12.19 ap( L) = 2
( ) w(@w) ou’
and if 1 = 1, we get £, and 1)y = id, so d¢ is an isomorphism at (0, 0). X

Corollary 12.20. Let x be on a flow line of & which departs from xy. Then there’s a neighborhood W of x,
and a smooth 7: W — R such that, for ' € W, i_,(p(z") € D.
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Proof. Take the striated neighborhood we just constructed and flow x into the neighborhood. What we end
up with has an open neighborhood W’ in the striated neighborhood; then we flow W’ back to get W. X

TODO: I wasn’t able to follow what happened after that, but we define

(12.21) g(u,q) = /Ou A(t)%(t, Q) + (1= A()k(q) dt,
where
(12.22) k(q) = 1 [y M) %L (t, ) dt

Jo (1= At)at
Then it remains to check that g = f near V;, and V7, which is some calculations with the formula, and that
the total integral is 1. Again, these are calculations.

Lecture 13.
( The stable and unstable manifolds: 10/17/18

“At the time, they were new. .. funny how that works.”

Recall that if f: M — R is a Morse function on a Riemannian manifold M and p € Crit(M) has index A, we
can use the metric to define a gradient vector field & for f, and let ¢,: M — M be the flow generated by &.
Last time, we defined the unstable manifold (also descending manifold) W*(p), the ¢ € M which flow to p
at time infinity: formally speaking, we ask for lim;_, ., ¢:(p) = q. We obtain the stable manifold (ascending
manifold) by replacing —oo with co.
The first theorem of today is: the name “manifold” is justified.

Theorem 13.1. W¥(p), resp. W*(p), is a submanifold of M diffeomorphic to B*, resp. B" .

Last time, we discussed the local model around p for this setup, in V' = T, M, which picks up an inner
product from the metric. In Morse coordinates,

(13.2) F=F@) = (@) + o+ @) + (@) + o+ @),

and Hess, f(v1,v2) = (v1, Lvg) for some linear operator L: V' — V. There’s a direct-sum decomposition
V =V'@ V", where we write x = (2/,2”) and 2’ = (z1,...,2) and 2" = (z**!,...,2"). Then there are
oy, Bj > 0 such that for 1 <¢ < Xand A+1<j5<n,

(133&) Le; = —aie;

(13.3b) Lej = pje.

In this case, £ = —L is the gradient of f: V — V, so on V", flow lines go towards the origin, and on V’,
they go away from the origin. Explicitly,

(13.4) %72(55/7 1‘//) — (e—tLJC/7 e—th//)7

and W*(£9%) = V” and W¥(¢9) = V",

Therefore in a neighborhood of 0 € V, € = £ + = —L + 1, for some n: U — V with 7(0) = 0. Our goal
is to show that W*(p) N U is the graph of a function =’ = g(z").

Suppose y = y(t) is a flow line of &; then

dy
13.5 —~ =L
(13.5) I y +n(y),
and therefore
de'ty tL dy tL

Since

(13.7) ey(t) = ey(r) + / eLa(y(s)) ds,
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then

(13.8) y(t) = e~ DEy(r) + / e~ (=9Ly(y(s)) ds.

T

The projections 7’ and 7" (onto V' and V", respectively) commute with L, hence with e“* for all u by the
spectral theorem. Therefore

(13.9a) 'y(t) = e TR (y(r) + /t eIy (y(s)) ds,

so in the limit 7 — oo, '

(13.9b) = / t e~ =Ll p(y(s)) ds.

Setting 7 = 0, we have h

(13.10) 7"y(t) = e Ex’y(0) + /Ot e~ =L n(y(s)) ds

(13.11) i) = e+ | Iy (s)) — / " 09ty () s,

where 2’ :== 7"'y(0).
We can interpret the right-hand side of (13.11) as a map on a space of such functions y(t), t > 0, and then
applying the contraction mapping principle. We'll skip the details, but the ideas are
e define the space of functions and show that it’s a complete metric space,
e prove the right-hand side of (13.11) is a contraction, and
e if y, is a fixed point, let g(z”) = 7'y, (0).
We want to use the inverse function theorem (in its general form, in Banach spaces) to show that near p, this
is the graph of a submanifold. It suffices to show the graph of g is W*(p) N U, then the implicit function
theorem. The details of all of this are in Jost’s book.
Finally, we want to get from a neighborhood of p to the whole thing; you can flow your chart along the rest
of the manifold to get more charts. Now, why is it diffeomorphic to a ball? We can define a map B.(0) C V"
to W*(p) by

y'l/e
(13.12) Yy — 0_4(0,y"), t= ,
1—y'l/e
and one can check this is a diffeomorphism.
With this theorem out of the way, we have two partitions of M:

(13.13) M= I wm= [] W'w.
peCrit(f) peCrit(f)
These are not descriptions as CW complexes.
If p,p’ € Crit(f), let M\(p,p’) = W*(p)NW?*(p’), or the union of the flow lines which flow to p as t - —oo
and to p’ as t — oo. The group R acts on ]/W\(p,p’) by “time translation:” s € R acts by v+ (t — y(t — s)).
Let M(p,p') == J/M\(p,p’)/R. And, of course, all of this depends on the metric.

Definition 13.14. The pair (f, g) of a Morse function and a Riemannian metric is Morse-Smale if, for all
p,p’ € Crit(f), W¥(p) h W*(p).

Theorem 13.15. For fixed f there exists a dense set of metrics g such that (f,g) is Morse-Smale.

One could say “Morse-Smale functions and metrics are generic,” but what does generic mean? The answer
is that it’s second category, in the sense of Baire; this is exactly what Sard’s theorem does for you.

If (f,g) is Morse-Smale, then M (p,p’) is indeed a manifold (we’ll prove that later), hence has dimension
A — . We would like to understand these moduli spaces; they arose as spaces of solutions to parameterized
families of ODEs: specifically, the variable is v: R — M, the equation is

(13.16) v (t) 4+ grad'9(f) "= 0,
y(t
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and since R is noncompact, we must specify the boundary conditions lim;—_, o, y(t) = p and lim;_, o, y(t) = p'.

The parameter is the metric g, and the domain is the product of the space of metrics and the space of maps
from R to M. Then the ODE is

(13.17) Fl(g,7) = (t — 7/ (t) + grad® f‘w))

This is a map to a different vector space at each point, so it’s really a section of a vector bundle. The fiber
at (g,7) is the space of C* sections of v*T'M — R, and these stitch together into an (infinite-dimensional)
vector bundle E. We're computing F~! of the zero section of E.

We want this to have a good space of solutions: the moduli space should be a manifold. Next time, we’ll
show this for generic (g,7). Then we need to divide by the symmetry, in order to pass to M(p,p’); and
we’ll argue that it has a good compactness property; that is, it’s not compact, but has a natural, geometric
compactification. Once we have this, we’ll use it to define topological invariants. This submanifold defines a
homology class inside that large function space, and this can be used to do interesting things; in fact, it can
be enhanced to a bordism class, which is stronger.

Remark 13.18. This is indicative of a general scheme in geometric analysis, whose details were worked
out starting in the 1960s, but more completely in the 1970s for anti-self-dual connections on a 4-manifold.
This construction was done, at least in special cases, in a special paper of Atiyah-Hitchin-Singer, following
analogous earlier work of Kuranishi in complex geometry. Some of the analytic work for compactness was
done by Uhlenbeck and Taubes, and then Donaldson put it together to obtain topological invariants called
Donaldson invariants, which are quite powerful. (In the 1990s, another set of equations, the Seiberg-Witten
equations, were studied, and they have simpler proofs of the theorems in this package but are also powerful.)
For us, this will be easier because we have an ODE, rather than a PDE. This was set up in the finite-
dimensional case after Floer, who did it in the infinite-dimensional case. There are other versions of this in
other parts of geometric analysis, including Gromov-Witten theory; using ODEs simplifies the theory.
What invariants do we obtain? Well, we get the homology of M, unfortunately — but the real reward is
learning the story along the way. The kind of amazing thing that comes in later appears in physics, where it
admits an interpretation as inside some quantum field theory, and understanding of quantum field theory can
help prove mathematical statements. If we have first-order ODE, the QFT will be supersymmetric; this was
first studied by Witten in the 1980s. <

We’ll hear more of this story in the next few days; to finish today, we’ll discuss a finite-dimensional model
which might be helpful to keep around as a simpler example.
Consider the function F': R x R — R sending

(13.19) 97— =g

If F(g,v) =0 and 0 is a regular value (which is obviously is, because dF = 2y dy — dg and the second term
is surjective on its own), then F~1(0) is a manifold. Let 7 be the projection onto the g-axis; then regular
values of 7 are closely related to regular values of 0.

To prove these facts, we’ll need to generalize the inverse function theorem and Sard’s theorem to function
spaces, which is where we’ll start next time.

Remark 13.20. Cameron’s lecture was a continuation of his lecture from last time, and hence was appended
to the previous section. <

Lecture 14.
( Calculus on Banach spaces: 10/24/18

Let V and W be Banach spaces and U C V be open. If f: U — W is a continuous function, p € U, and
& € V, we can define the directional derivative £ f(p) as usual, as

(14.1) }grg)%(f(p+t£) - f(p)).

The key theorem is that this is linear in £. One can define C* functions, and therefore higher derivatives, by
asking for df: U — Hom(V, W) to be continuous, differentiable, etc. Thus one can follow the same path as
in calculus on finite-dimensional spaces, eventually leading to the inverse and implicit function theorems.
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Thus one can define Banach manifolds by patching together open subsets U of a model Banach space
using smooth functions.

Example 14.2. Let M and N be finite-dimensional smooth manifolds.

(1) The space Map” (M, N) of C* maps M — N is a Banach manifold.

(2) The space of C* metrics on M, denoted Met*(M), is a Banach manifold. Similarly, spaces of
connections are Banach manifolds.

(3) If k > (dim M) /p, the Sobolev space LY (M, N) is a Banach manifold. (The constraint is needed to
guarantee that such maps are continuous.) <

Suppose X and Y are Banach manifolds and f: X — Y is a smooth map. If y € Y, when is f~1(y) a
finite-dimensional submanifold of X?

Example 14.3. Let M be a finite-dimensional Riemannian manifold and h: M — R be a Morse function.
Let py € Crit(f), £ = —gradh, and I" be the Banach manifold of differentiable maps v: R — M with
limy— 400 () = P
The equation for an integral curve f of £ is

d
(14.4) G =0

| S — |

7

for all ¢ € R. That is, f(7) is a section of v*T'M. More generally, set E, to be the sections of v*T'M with
lim; 40 $(t) = 0; then F is a fiber bundle over I, and f is a section.

To pin all this down precisely, we would need to say what kinds of maps we want to make up I', and what
exactly the Banach manifold structure on F is. <

Remark 14.5. You might want to use C>° maps instead of C* ones, but spaces of C* maps do not have
the structure of a Banach space; you're trying to control infinitely many norms at once. The local model is
weaker, what’s known as a Fréchet space, but doing calculus on Fréchet spaces is a little harder. It is possible
to obtain a Fréchet manifold C*° (M, N). <

Definition 14.6. Let T: V — W be a bounded linear map of Banach spaces. Then T is Fredholm if

(1) ker(T) is finite-dimensional,
(2) T(V) C W is closed, and
(3) coker(T) := W/T(V) is finite-dimensional.

Suppose T: V — W is a Fredholm map and F is a complement to T'(V'), so W = T(V) @ F; then F is
finite-dimensional. Choose a closed subspace Vi C V such that V =V @kerT. Then T: Vo — T(V) is an
isomorphism.

Definition 14.7. The indez of a Fredholm operator is ind T = dim ker T' — dim coker T'.
Any map between finite-dimensional vector spaces is Fredholm. Here’s an infinite-dimensional example.
Example 14.8. Consider the map S: £° — (> sending (z1,Z2,...) — (T2, Z3,...). <

One can show that the space of Fredholm operators from V to W is open in Hom(V, W). You can do this
by choosing a decomposition of W =T(V) @ F and V =V, @ker T, and T'|y, is invertible. Since invertibility
is an open condition, it’s possible to show that things sufficiently close to T are still Fredholm.

Definition 14.9. A map f: X — Y of Banach manifolds is Fredholm if df|,: T,X — T,Y is Fredholm for
all p € X.

Given such an f, we can choose Vy and F as before, so that T,X = Vy © kerdf|, and Ty)Y =
df,(T,X) & F.

Lemma 14.10. There exist local coordinate systems around p and f(p) such that in these coordinates, f is of
the form Vo @ kerdf|, — df|,(T,X) @ F' sending (§,n) — (df[,€,9(&,n)), where g(0,0) =0 and dg|,0y = 0.
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The proof is an exercise. It will involve using the inverse function theorem for Banach spaces. You can
also read the proof in Donaldson-Kronheimer.

Therefore the local model of f~1(q) is h=1(0), where h: U — F, where U C ker(T), sends 1 — ¢(0,7).
That is: this preimage is given by a system finitely many equations.

We would like an analogue of Sard’s theorem in this setting. However, measure theory behaves badly on
infinite-dimensional vector spaces: they’re not locally compact. So instead we use Baire theory.

Theorem 14.11 (Sard-Smale). If f: X — Y is a smooth Fredholm map of Banach manifolds, then the space
of regular values is a Baire subset of Y, i.e. a countable intersection of open dense sets, hence is also dense.

Often we will only need that it’s nonempty!
This allows us to produce regular values for the space of C* metrics. Since C> metrics are also dense in
C* metrics, we can also get to C* metrics as well.

Proof. We can reduce to the local model. Observe that («, 8) is a regular value of f iff 8 is a regular value of
g{df-ta}yxker(ds): kerT — F (or at least an open subset of ker T'); then use the usual Sard theorem. X

Lemma 14.12. Let U, V, and W be Banach spaces and T: U x V. — W be surjective with kernel K. Then
7|x: K — U is Fredholm iff T|(oyxv: V — W is Fredholm, and if so, their indices are equal.

Proof. We have two short exact sequences fitting into a diagram

0
1%
Tloyxv
(14.13) 0—K—UxV—>W-—0
T K T
U
0.

We claim this induces isomorphisms between their kernels, and between their cokernels. We have a map
ker(T'|j0yxv) — ker(7|x) sending v + (0,v), and using that the horizontal and vertical sequences are both
short exact, this is an isomorphism. For the cokernels, we have a map coker(7'|oyxv) — coker(r|x) which
sends [w] + [u] for T'(u,v) = w, and you can check this defines a map, and that it’s an isomorphism, which
again uses short exactness. X

Here’s our first application.

Theorem 14.14. Let M be a closed, finite-dimensional manifold and k € Z='. Then the subspace of C*(M)
consisting of Morse functions is Baire.

Proof. Consider the “map” f: C*(M) x M — Ty M sending (h,p) = dh|,. Of course, this isn’t really a map;
it’s a section f of the vector bundle C*(M) x T*M — C*(M) x M. Let Z be the zero section of this bundle;
then f=1(Z) = {(h,p) | p € Crit(h)}, which projects down to h.

We claim f is transverse to Z. Fix a metric on M and let V be the Levi-Civita covariant derivative. Then
for h € C¥(M) and n € T, M,

(14.15) (V(h,n)f)(h,p) = dhp + (Vydh)y.
To prove f th Z, we would need to show that given a € T, M, we can find (h, 7n) such that

(14.16) dh, + (V, dh), = a.
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We'll set 7 = 0 and find h. We claim that h is a regular value of 7: f~'(Z) — C*(M) iff h is Morse: by
Lemma 14.12, h is a regular value iff for all p € Crit(h), the map

(14.17) n— (Vydh)y

is surjective. But at a critical point, (V dh), = Hess, h, so (14.17) is surjective iff the Hessian is nondegenerate

at p. X
Lecture 15.

( The second cancellation theorem: 10/24/18

In this part of the lecture, Ricky spoke about the second cancellation theorem for critical points. As in
Cameron’s talk last week, we have an n-dimensional cobordism (W;Vp, Vq) with n > 6, and a Morse function
f+ W — [0, 1] with critical points x, 2’ of indices A and A + 1. Let £ be a gradient-like vector field. Without
loss of generality, we assume f(z) < 1/2 and f(z) > 1/2.

Last week, we saw that if S*(z) N S*(a’) intersect at a single point, then W = Vj x I. In general, they
might intersect at more than one point; then we need to count them in a slightly sophisticated way. Given a
point p € S%(z) N .S*(x’), let €, € {£1} be the local orientation. Then the intersection number of S*(x) and
St(x') is

(15.1) i(S%(x), SU(2)) = > €p

pES? (x)NS¥ (')

where we isotope S°(x) until it’s transverse to S* (). This is invariant under ambient isotopies of V; 5, as
long as S*(z) and S“(z’) remain transverse.
Today our goal is the following theorem.

Theorem 15.2. With W, V, and Vi as above (and in particular, n > 6), assume 2 < X <n—4. If f has
just two critical points and i(S®(x), S*(x")) = £1, then W =2V, x I.

Exercise 15.3. Is the hypothesis on the intersection number implied by the existence of only two critical
points? It might follow from Poincaré duality.

Here’s an overview of the proof strategy.
(1) First we’ll perturb ¢ such that S%(x) h S*(z'). If S¥(x) and S"(z’) intersect in one point, we invoke
the previous cancellation theorem; otherwise, there are p,q € S*(x) N .S*(z') such that €, +¢, = 0.
(2) In this case, we’ll construct a family of functions h;: Vi, — Vi such that hg = id, S*(x) N
hi(S*(z")) = S*(x) N S*(z") \ {p, ¢}, and h; = id away from p and g.
(3) We'll build a new gradient-like flow &pey from h—t such that S5, ()NSE.. (") = S*(x)NS™(z")\{p, ¢}-
Then we can induct.

Lemma 15.4. Suppose hy: Vi — Vyo is a family of functions with ho = id. Then there’s a gradient-like
vector field Enew such that S (z') = hi(S“(2)).

TODO: I missed the proof! It looked fairly explicit.
That means the bulk of what’s left is in step (2). The idea is to push S*(z) out of the way of S“(z’) on the
region between p and ¢. This is where we assume n > 6, so that something called the Whitney trick works.

Theorem 15.5 (Whitney trick). Let M and M’ be smooth, closed, oriented manifolds of dimensions r and
s, respectively, which are embedded transversely in an (r + s)-dimensional manifold V.. Assume r+ s > 5,
s> 3 and, if r <2, then m(V\ M') = m1(V) is an injection. Suppose there are p,q with e, + &4, =0 and
a loop contractible in V such that an interval in the loop is in M and its complement is in M’', and the
intersection is {p,q}. Then there’s a hy: V. — V such that hg = id, hy = id, hy = id near M N M’ \ {p, q},
and hy(M)NM'=Mn M\ {p,q}.

From the theorem statement, we can roughly see how this theorem will be proven, but we do need to check
the hypotheses. We assumed A > 2 and A+1<n—3,s0n—A—12> 3, as required. The loop will be V; /5;
by van Kampen’s theorem,

(156) 7T1(V1/2) = Wl(sz)‘(x) USZ—A—l V1/2 USE(I,) D]/_\)+1(l'/)) = 7T1(W) =0.
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TODO: T tried to make notation for stable and unstable manifolds consistent between lectures, but the
notation above might not be consistent.

Ricky provided a pictoral proof sketch of the Whitney trick, but I wasn’t sure how to turn it into text, so
unfortunately it’s omitted.

(1) For the first step, our goal will be to construct a Riemannian metric (-,-) on V such that M and
M’ are totally geodesic that is: if w is a geodesic with w(0) € M and w(0) € T,,(0yM, then w C M;
and such that there are coordinate neighborhoods N, and N, in which (-, -) is Euclidean: N, N C,
N,NC'", NynC, and N, N C" are all straight lines.

I think (TODO) there was a construction of this, but I wasn’t able to follow it. Roughly, you start
with metrics which locally satisfy this property, and glue them together with a partition of unity —
but this isn’t the final answer. You have to modify this metric in a tubular neighborhood of M, and
mesh it in with the rest. Then you can check directly that M is totally geodesic.

"+ —

Here begins Ricky’s continuation of this talk, on October 31. Unfortunately I didn’t really follow the first
part, which was a recap of the proof sketch of the Whitney trick.

Last time, we found a metric (-, )y such that M and M’ are totally geodesic and there are Nyp and N,
such that the metric is Euclidean in a neighborhood of them, and M L M’.

Let vc: C = V be inclusion. Since C is contractible, ¢f,v)s is trivial, so we cna construct a vector field
perpendicular to M along C. Then, since ¢1(S) is contractible and the Whitney trick implies there’s a
smooth embedding (D?,S1) < (V,V \ M) (this is the place where we use the dimension assumption). Since
$2(D?) is contractible, the normal bundle is trivial, ...

Then there was a proof by picture: TODOI couldn’t write it down.

Lecture 16.
( Some infinite-dimensional transversality: 10/31/18

Let M be a closed manifold, h: M — R be a Morse function, and py € Crit(h) be distinct critical points.
Let Met" (M) denote the space of C* metrics on M.

We would like to exhibit a C'* metric on M such that the ascending manifold of p, intersects the descending
manifold of p_ transversely. In fact, most metrics will satisfy that condition, in that the subspace of such
metrics will be a Baire subspace of Metk(M ), but that comes later.

Given such a metric g, let £9) = — grad(g) h be the negative gradient flow. Let P be an “appropriate”
space of maps v: R — M with lim; 4. v(t) = p+ (we’ll discuss how to do this precisely near the end of
lecture). Consider the negative gradient flow equation on P,

_dr e
(16'1) f(ga')/) ~a 57(25) =0.

The function f is really a section of a bundle £ — Metk(M ) x P, where F is an “appropriate” (again to be
clarified) bundle whose fiber at (g,) is the space of sections of v*T'M — R. Once we define them precisely,
E and P will be Banach manifolds, and £ — Metk(M ) x P will be a vector bundle of Banach spaces. The
space of solutions to (16.1) are the intersection of f with the zero section Z of this bundle. We hope for
transversality.

Proposition 16.2.
(1) f is transverse to Z, so f~1(Z) C Met®(M) x P is a submanifold.
(2) The projection map f~*(Z) — Met® (M) is Fredholm.
Then we can apply Sard-Smale and conclude that the space of metrics we want is Baire (so these metrics
are “generic,” in that there are lots of them).

Proof. We need to differentiate f. Define e: Metk(M) x P xR — M by g,7v,t — 7(t). There’s a natural
covariant derivative on e*TM — Met" (M) x P x R which on the slice {go} x P x R is the pullback of V(90),
the covariant derivative for gq.
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Let

dy
(16.3) Flg.71) = (1) = €0,

which defines a section of e*T'M — Met* (M) x P x R. To compute VF, let n be a section of v*TM — R.
Then V,, of the first term of F'is

V,(first term of F) = ——7%

using a homework problem and the fact that V(9 is torsion-free, and where 7 := 4 = 7,(9;).
For the second term, we know that dh(¢) = —g(£(9),¢) for all ¢. Differentiating with respect to g,

(16.4) 0=—g(¢,0) = g(V4£?,0),

SO

(16.5) V€@ = —(g719)(€19),

and, in particular, g~'¢ is a linear endomorphism of TM — M. And V,(second term) = V¢, so
(16.6) V flg) (§:m) = Ve = Vn(€9) + (g7 9)(€').

Using this, we can check the two claims in the proposition. For the first claim, set 7 = 0. Since £(9) # 0 along
~, we can choose ¢ to obtain an arbitrary section of v*T'M — R.
To prove the second claim, we can invoke Lemma 14.12 for the diagram

Met"(M) x P —! = E
(16.7) iw
Met* (M).
The lemma tells us to study

(16.8) A Vo + V,E9,

where lim;_, 1 o, 7(t) = 0. For (g,~) fied, 7 is a flow line for the negative gradient flow, and A is an operator
on the sections of v*T'M — R.
Since
(16.9) Jim V9 = + Hess,, h(n,-)
and i—;’ — A = 0 when X is a nonzero real number, then n(t) = Ce* iff t = —co (A < 0) or t — oo (A > 0).
Since A involves taking a derivative, it’s an operator from L? sections to L? sections. Since coker A =
ker(A*) =V n VY, A is Fredholm, and we can compute its index. X

NoOTE: Ricky’s talk was a continuation of his previous talk, so the notes for that talk have been collated
with the previous section.

Lecture 17.
( Cancellation in the middle dimensions: 10/31/18

In this part of the lecture, Ty and Charlie spoke about cancelling in the middle dimensions.

Theorem 17.1. Suppose (W;V, V') is a cobordism of dimension n > 6 equipped with a Morse function
that has no critical points of index 0, 1, n — 1, or n. Assume W, V, and V' are simply connected and
H.(W,V)=0. Then (W;V, V') is a product cobordism.
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Definition 17.2. Let W be a compact, oriented smooth n-manifold with boundary M. The induced
orientation on M is the class [M]| € H,_1(M) which is the image of [W] € H,(W, M) under the map
H,(W,M) — H,_1(M) in the long exact sequence for the pair (W, M).

Alternatively, if you prefer to think of an orientation as specifying which local frames are positively oriented,
let v be the outward normal vector field on M. Then (eq,...,e,_1) is a positively oriented local frame on M
iff (v,ey,...,e,_1) is positively oriented for W.'?

Given two n-dimensional oriented cobordisms (W;V, V') and (W’; V', V"), we can glue them to a cobordism
(WUy WV, V"), Let f be a Morse function on WUy W’ with critical points ¢i,...,q in Wand ¢i,...,q,
in W'. We want to make sure the intersection numbers of the stable and unstable manifolds are well-
defined, so we need orientations. It’s enough information to define the orientation for nD4(g;) to satisfy
I(Da(qi), Da(g:)) = 1. Then 1Sq(g;) in V' is homotopic to nDa(q:)s,(q.)-

Fact. Standard tools in algebraic topology show that Hy (W, V) is a free abelian group on the generators
{[Da(q:)]}, and that Hx (W Uy W/, W) = Hx1 (W', V') is free abelian on the generators {[D/(¢})]}. <

Lemma 17.3. Let M be a closed, smooth, A-dimensional manifold such that M — V', and let [M] € Hx(M)
be the fundamental class. If £, denotes the induced map in homology, then

)= Z Sa(qi) - M[Da(q:)].

Proof. First assume A =1 and set ¢ := q1, Dq = D4(q1), and S, = S,(q1). We want £, ([M]) = S, - M[Dy].
Consider the diagram

Hy (M) —22 " [ (v, v\ 8,)

/ "

i
A(V9) H\(VUDg,VU(Dg\q))
(

5

(17.4)

}LQ

H\(W) H\(VUDy, V)

Jx
\ hs

H\(W, V).

The composition Hy(M) — H,(W, V) along the left-hand side is £.. The maps along the right are defined as
follows:

(1) hy is induced by a deformation retract r: W — V U Dy sending V' - S, — V U (Dy \ q),
(2) hg is given by a retraction VU (Dy4 \ ¢) — V, and
(3) ho, ix, and j, are induced by inclusion.

Using commutativity of the diagram (which follows because i and r|y+ are homotopic), ho([M]) = S, - M (a),
where ¢: Ho(Sq) = Hx(V',V'\ S,) is TODO. Therefore it suffices to show that hz o hg o hy(1(a)) = [Dg].
Since () is represented by a ball D* such that S, M D* and their intersection is precisely x, and
[S.] - [D*] = 1, which is why we picked this orientation.
We claim that r(D?) is represented by hy *hs '([Dg]). Given this, TODO(I missed this part). X

Corollary 17.5. In the bases given by {[D4]}, the boundary map

9: Hyi1(W Uy W, W) —s Hy(W, V)
for the triple (W Uy, W', W, V') is given by the matriz (a;;), where a;; = Sa(q;) - Sy(q;)-
Proof. Consider [D(q})] € Hx11(W Uy W/, W). The map 0 factors as a composition

(17.6) Hor (W Uy W, W) —— Hy (W, V') s Hy(V') — H\(W) —= H\(W, V).

15You can remember this convention, Outer Normal First, by the mnemonic One Never Forgets.
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Recall that the cobordism (W;V, V') factors as Cy o - -+ o Cy,, such that each C) has a self-indexing Morse
function. If Wy :=Cyo---0oC) and V := W_q, the W, filter W, so we can define a chain complex C, whose
A term is

(17.7) C’A = HA(W)\, WA_l) = H*(W)\, W>\_1).

Its homology is H\(W, V) & Hx(Wxy1, Wx_2) (one must check this, and also that it’s a chain complex, but
this is somewhat formal). Next we claim that Hx(Wxt1, Wate) = Hx(W, V), which follows directly from the
long exact sequence for the triple (W, W1, Wx_2). X

Charlie first drew a picture with an example computation of C, and its homology. I don’t know how to
TEX that picture, unfortunately. Sorry about that.

Theorem 17.8 (Basis theorem). Let (W, V, V') be a cobordism of dimension n, f be a Morse function on
W with negative gradient flow &, such that f has only index-\ critical points and only one critical value.
Suppose W is connected and 2 < X\ < n —2. Then given a basis of Hy(W,V), we can construct ' and &
such that the new descending discs represent the basis, Crit(f) = Crit(f’), the critical value is the same, and

(f,¢) = (f,€) near OW.

TODO: something involving handle slides, which are ways to relate two diffeomorphic handlebody
diagrams.

— Lecture 18.
: 11/7/18
— Lecture 19.
:11/14/18
— Lecture 20.
The h-cobordism theorem and some consequences: 11/19/18

First, leaning on the hard work of all of you, I can state the proof of the h-cobordism theorem (unless
Kenny does).

Theorem 20.1 (h-cobordism (Smale)). Let (W;V, V') be a cobordism for which V., V', and W are simply
connected, H, (W, V) =0, and n =dim W > 6. Then W is a product cobordism: V' 2V and W =2 [0,1] x V.

Proof. Let f be a self-indexing Morse function for this cobordism. We can eliminate critical points of indices
0 and 1, and (by replacing f with —f) we can eliminate critical points of indices n and n — 1. Then we
eliminate all remaining critical points using cancellation in the middle dimensions. X

Definition 20.2. A cobordism (W;V,V’) is an h-cobordism if V and V' are deformation retracts of W. In
this case one says V is h-cobordant to W.

There are a few slight reformulations of the h-cobordism theorem.

(1) Poincare-Lefschetz duality provides an isomorphism H,(W,V) = H**(W, V'), so we could instead
assume H*(W, V') = 0.

(2) The first two assumptions (simply connected and relative homology vanishing) already imply (W; V, V)
is an h-cobordism, by the relative Hurewicz theorem: (the abelianization of) the first nonzero relative
homotopy group is isomorphic to the first nonzero relative homology group, but we have no such group,
so all relative homotopy groups vanish. Therefore using the Puppe sequence 7, (X) — m,(A) —
(X, A) = m,—1(X) — ..., inclusion V < W induces an isomorphism on homotopy groups. By
Whitehead’s theorem, it’s a homotopy equivalence, and this can be upgraded to the existence of a
deformation retraction (using the fact that there exists a relative triangulation of (W, V)).

Now we discuss some corollaries of Theorem 20.1.

Corollary 20.3. Ifn > 5 and two simply connected n-manifolds are h-cobordant, then they’re diffeomorphic.
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Theorem 20.4 (Characterizations of D™). Let W be a compact, simply-connected n-manifold, possibly with
boundary, and assume n > 6. Then the following are equivalent.

(1) W is diffeomorphic to D™.

(2) W is homeomorphic to D™.

(3) W is contractible.

(4) H.(W) = H.(pt).

Proof. Tt suffices to show (4) = (1). Let D < W be a smoothly embedded disc; then, (W \ Int D; 9D, 0W)
meets the conditions of Theorem 20.1. The hypothesis on homology follows by excision:

(20.5) H.(W\ Int D,dD) = H,(W, D) = 0,

with the latter following from the fact that W has trivial homology and the long exact sequence of a pair.
Therefore W, regarded as a cobordism from & to W, is a composition of the cobordism (D; &, 0D) and
(W \ Int D; 0D, 0W), which is a product cobordism. Therefore W = D. X

Now for a much bigger fish.

Theorem 20.6 (Generalized Poincare conjecture, n > 6 (Smale)). Let M be a closed, simply-connected
smooth n-manifold with the integral homology of S™. If n > 5, M is homeomorphic to S™.

Corollary 20.7. In dimensions n > 6, a homotopy n-sphere is homeomorphic to an n-sphere.

Definition 20.8. A twisted n-sphere is an n-manifold of the form D" U, D", where ¢: S"~! — S""!is a
diffeomorphism.

Hence twisted spheres admit Morse functions with just two critical points, and if M is closed and has a
Morse function with two critical points, M is a twisted sphere.

Proposition 20.9. If M is a twisted sphere, M is homeomorphic to S™.
Proof sketch. Let M = D} Ug D3 be a twisted n-sphere. Let g,: DT — S™ be an embedding into the

southern hemisphere. Define g: M — S™ by

(1) g =g¢1 on Dy, and
(2) if x € Dy, x = tv for some v € dD3 and ¢ € [0,1]. Then let

(20.10) g(x) = sin<7;t>g1(h—1(u)) +cos(7;t)en+1,

where e, is the last basis vector in R?*1,

One can then check this is a homeomorphism. X

Proof of Theorem 20.6. Let D — M be a smoothly embedded disc. Then M \ Int D satisfies the conditions
of Theorem 20.4, hence is also diffeomorphic to D™. The boundaries of these two discs are identified via some
diffeomorphism of dD™ = S™, so M is a twisted sphere. X

Famously, not all manifolds homeomorphic to S™ are diffeomorphic to it! These exotic spheres were first
constructed by Milnor when n = 7. For general n, there are often lots of exotic n-spheres. However, we can
upgrade the statement for n = 5, 6.

Theorem 20.11 (Kervaire-Milnor). If n =5 or 6, then S™ has a unique smooth structure. Hence for these
n, any smooth integral homology n-sphere is diffeomorphic to S™.

The general story is still being told: for example, Zhouli Xu and Guozhen Wang proved in 2016 that the
only odd-dimensional spheres with a unique smooth structure are S*, S3, S°, and S6.

Proposition 20.12 (Characterization of the 5-disc). Let W be a compact, simply connected smooth 5-manifold
with H, (W) = H,(pt).

(1) If OW is homeomorphic to S*, then W is homeomorphic to D°.

(2) If OW is diffeomorphic to S*, then W is diffeomorphic to D°.

We will prove this as a corollary of the generalized Poincare conjecture and the following theorems.
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Theorem 20.13 (Cerf, Palais). Any two orientation-preserving embeddings of D™ into a connected oriented
n-manifold are isotopic.

For the proof, check out Palais’ paper “Extending diffeomorphisms,” which is only 4 pages!

Theorem 20.14 (Topological generalized Schoenflies theorem (Brown)). If ¥ < S™ is a topologically
embedded (n — 1)-sphere with a collar neighborhood, then S™\ ¥ has two components, each homeomorphic to
D™,

This one is only three pages.

Proof of Proposition 20.12. For the first part, let D(W) := W Ugy W denote the double of W. By Theo-
rem 20.11, D(W) is diffeomorphic to S°. The embedding W < S® is a topologically embedded 4-sphere
with collar neighborhood, so by Brown’s theorem, W is homeomorphic to D".

For the smooth part, let M = W U, D°, where h is some diffeomorphism 0W — S*. Then M is a simply
connected homology 5-sphere, hence is diffeomorphic to S°. Now using Theorem 20.13, we can isotope the
embedding D® < M to the northern hemisphere; W = M \ Int D?, so is the southern hemisphere, thus
diffeomorphic to S°. X

The last application we’ll cover today is the differentiable Schoenflies theorem for dimensions n > 5. This
is the solution to a classic problem (dating back to the early 1900s): given an embedding S™~! < S™, is its
complement two discs? This can be formulated in the topological or smooth category. For the former, it was
proved by Brown (Theorem 20.14), who does not need the h-cobordism theorem.

Example 20.15. The Alexander horned sphere shows why we need the collar neighborhood assumption in
Theorem 20.14: it’s an embedding S? < S3 whose complement isn’t simply connected.
To construct this pathological object, start with the standard torus in R?* C S% and repeat the following

steps ad infinitum:

(1) Remove a radial slice of the torus.

(2) Attach a once-punctured torus to each boundary component, such that the two tori are interlinked.

(3) Repeat for the two new tori we attached.
This defines an embedding of the sphere minus a Cantor set; it in fact extends to an embedding of all of S2.
The link of any torus is not contractible in its complement. <

Theorem 20.16 (Differentiable Schoenflies theorem, n > 5). Suppose n > 5 and ¥ — S™ is a smoothly
embedded (n — 1)-sphere. Then there is an isotopy of S™ carrying ¥ to the equator.

Proof. By Alexander duality, S™ \ ¥ has two components, so X has a collar neighborhood. If D denotes
the closure of a component of S™ \ ¥ in S™, then D is a smooth, simply connected n-manifold with trivial
homology, hence by 7?7 and Proposition 20.12 diffeomorphic to D™. Then Theorem 20.13 allows us to isotopy
D to the southern hemisphere of S°, and ¥ to the equator. X

We did not prove that ¥ «— S is isotopic to the standard embedding; instead, it’s isotopic to a map
onto S* C S5 To produce counterexamples of the stronger statement, begin with a diffeomorphism
g: 8"~ — S"~1 that doesn’t extend to D™ (equivalent to a twisted sphere not diffeomorphic to the standard
sphere), and then compose g with the standard inclusion.

Remark 20.17. When n = 5, the h-cobordism theorem is true topologically (Freedman), and fails smoothly
(Donaldson). When n = 4, the h-cobordism theorem is open, and equivalent to the (difficult) question of
whether there’s an exotic S*. When n = 3, it’s true, following from the Thurston-Perelman geometrization
theorem, and when n < 2, it’s vacuous. <

Lecture 21.
( Geodesics: 11/19/18

“So if you change from hours to whatever they use in Europe...”

Today, Dan spoke about geodesics. The goal is to learn what Morse theory can say about geodesics, with
the eventual goal of applying Morse theory to the infinite-dimensional space of paths on a manifold.

Let (M, (-,-)) be a Riemannian manifold, so that it has the Levi-Civita connection, which is characterized
as the unique connection satisfying the conditions
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(1) [X,Y]=VxY — VyX (ie. it’s torsion-free), and

(2) X{Y,Z) =(VxY,Z) + (Y, VxZ)
for all X,Y,Z € Q9,(TM). One proves this by just writing down what it has to be, expanding out 2(VxY, Z)
using the two properties:
(21.1) VXY, Z) = XY, 2) + Y{Z,X) — Z(X,Y) + (X, Y], Z) — (IV, 2], X) + ([Z, X], ).

This defines VxY for all X and Y, and then one checks this has the required properties.

In local coordinates z!,...,z", let a%’ cee % be a local framing. The metric is determined by the
numbers
o 0
212 i = v A o /-
( ) 9i <8x1 8x1>

The matrix g = (gi;) is invertible, because the metric is nondegenerate. We then introduce Christoffel symbols
to capture the Levi-Civita connection in coordinates: define

0 ;0
(Here we use Einstein’s summation convention.) Then from the second property of the Levi-Civita connection,
i Ogke | Ogje  Ogjk

(214) 2L jngie = 007 T Oak ol

i.e.
, _ 1 (Ogre | Ogje  Ogjk
21.5 == : - .
(21.5) k9 ( O’ + dzk Ot

Now on to geodesics.
Definition 21.6. Let I C R be an interval. A smooth curve v: I — M is a geodesic if for all t € I,
Va(t) = 0.

This covariant derivative is the derivative of the velocity of ; therefore being a geodesic is a condition
about constant acceleration.
In local coordinates, let x* = x*(t), so

(21.7) F(t) = @j%.
The geodesic equation asks that
0= Viia o0 (a‘:’“aik)
(21.8) = ik% + @7 T, e
= (& + Tl i") aii :

This is a system of nonlinear second-order ODEs. So we appeal to the fundamental theorem of ODE to show
there’s a unique solution: let 3’ := &%, so we have a system of first-order equations

.Z',Z — Y2
(21.9) I
¥ = -Ihy’y”
Therefore we have local existence of a geodesic v: (—¢,e) — M given specified v(0) and 4(0). We don’t know
what will happen globally: we can paste local solutions, but consider a geodesic on E™ \ 0 which goes from
(1,1) to (1/2,1/2) — it will fall off at the missing origin.

There’s a good geometric interpretation of this approach. On a Riemannian manifold we have a principal
O,-bundle 7: Bo(M) — M, whose fiber at an © € M is the O,-torsor of orthonormal bases of T,X.
The Levi-Civita theorem tells us that there’s a unique connection (namely, the Levi-Civita connection) on
this principal bundle, producing horizontal subspaces on Bo(M). Therefore we obtain global vector fields
O1,...,0, on Bo(M): given a point = and a local framing (e, ...,e") near x, dy is the horizontal lift to

.....
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Theorem 21.10. Integral curves of O map via 7 to geodesics of M.

Figuring the details out is a nice exercise. In any case, you can use this to deduce theorems about
geodesics whose proofs might otherwise be longer. For example, if ¢ — (t) is a geodesic with v(0) = z and
4(0) = £ € T, M, then there’s a reparameterization ~.(t) := v(ct), for ¢ € R, with v.(0) = z and 5.(0) = ¢£.

Definition 21.11. Let z € M. If £ € T,, M is such that the geodesic with v(0) = z and 4(0) = £ is defined
on [0, 1], set exp, & = v(1). This defines a function exp,: U — M for some open neighborhood U of the
origin in T, M.

Milnor shows this behaves nicely near 0.

Proposition 21.12. For each xg € M there’s a neighborhood U C Ty, M and an € > 0 such that for all
xo € M, the map exp,: B:(0) = M is a smooth function on B.(TU).

Proof. The fundamental theorem of ODE gives us a neighborhood U of zy and &1,e2 > 0 such that if x € U,
£ €T, M, and || < e1, then there’s a unique geodesic v: (—2¢eq,2e3) — M with v(0) = = and 4(0) = €. Set
e =c¢cyeq;if x € U and € € T, M has |{| < e, then |{/ea| < &1 so there’s a unique 7v: (—2e2,2e5) — M with
~v(0) = x and ¥(0) = £/e2. Therefore we can reparameterize: 7., (0) = z and 4., (0) = £, and the domain of
Ve, 18 (—2,2). Therefore 7., (1) € M is defined; smoothness follows from the smooth dependence on initial
conditions of the solutions of an ODE. X

Consider F': B.(U) — M x M sending (x,§) — (z,exp, §). Then dF{, oy is a map T(, 0yT'M — T, M&T, M,
and T\, 0)T'M splits canonically as horizontal and vertical subspaces: T(, ¢T'M =T, M & T, M. Under this
identification,

(21.13) dF(0)(2,€) = (&, 4 + £).
This is invertible in a neighborhood of x, so F' is a local diffeomorphism at (zg,0), and therefore there exist

U' Cc U and 0 < ¢ < e such that F|g,(ry is a diffeomorphism onto its image. Choose a neighborhood W of
xg such thst the image of F'|p,(py) contains W x W. Therefore we find:

Theorem 21.14. For all x € M there exists a neighborhood W of x and a § > 0 such that

(1) any two p,q € W are joined by a unique geodesic, and
2) forallpe W, exp,: Bs(0) C T,M — M 1is a diffeomorphism onto its image in M.
p P

Next time we’ll discuss geodesics as length-minimizers, as you might be used to thinking of them. This
is true locally, but globally it might not be true (consider the long great circle arc on S? between two
close points). We’ll discuss what length is on a Riemannian manifold, and some more global concerns: the
Hopf-Rinow theorem shows that on a complete Riemannian manifold, geodesics exist for all time!

Lecture 22.
( Geodesics, length, and metrics: 11/28/18

“It’s kind of fun, but we’re not here to have fun.”

Let v: [0, L] — M be a smooth curve in a Riemannian manifold M, and let T := %, which is a vector field
along v (i.e. a section of Y*TM — [0, L]). We said that if VT = 0, then ~ is a geodesic. G

Lemma 22.1. If vy is a geodesic, then ||T|| is constant.
Proof. Well, T - (T, T) = 2(VyT,T) = 0. =

Last time, we proved Theorem 21.14, which says there’s a neighborhood W of any point p such that any
two points of W are joined by a unique geodesic : [0,1] — M, and that for all p € W, exp,, |g;0)cr,a 15 2
diffeomorphism onto its image, for some ¢ > 0.

Today we’ll talk about how geodesics relate to length.

Definition 22.2. First, if w: [0,1] — M is smooth, let

(22.3) L] = /O at ().



46 M392C (Morse Theory) Lecture Notes

Let M be a connected Riemannian manifold and p,q € M; then define
(22.4) d(p,q) = inf{L[w] | w: [0,1] = M,w(0) = p,w(1) = g}.

Theorem 22.5. (M,d) is a metric space, and the metric space topology equals the topology on M we started
with.

So given a Riemannian metric on a connected manifold, we obtain a metric space structure: we know what
distances are.

Remark 22.6. Let p € M and £ € T,M. Then the geodesic v: [0,1] — M sending ¢ — exp,,(t{) has length
l€]]- This geodesic isn’t necessarily length-minimizing: consider on S* two points p and ¢ which are close,
and consider the geodesic going “the long way” around S* from p to ¢. But within the neighborhood W from
Theorem 21.14, geodesics are length-minimizing. <

Theorem 22.7. Let W be as in Theorem 21.14 and p,q € W. Let v: [0,1] = M be the unique geodesic with
v(0) = p and ¥(1) = ¢, and w: [0,1] — M be a piecewise smooth path with w(0) = p and w(1) = q. Then
L[v] € L[w] with equality iff Im(y) = Im(w) and w is injective.

For 0 < R < 4, set
(22.8) Hp = {exp,(§): £ € Sr(0) C T,M}.

So we've foliated Bs(0) by spheres. We'd like to show that geodesics are perpendicular to these spheres. For
surfaces, this is due to Gauss, so the general result is called the Gauss lemma.

Lemma 22.9 (Gauss). dexp,(§) L Hg for all R € (0,6) and § € Sr(0) C T, M.

Proof. Let c: (—¢,¢) — Sr(0) be a curve with ¢(0) = &, and set a(s,t) = exp,(tc(S5)). Let T := ‘g—f and

X = as; then [T, X] = 0, which implies (by a problem on the homework from a few weeks ago) VX = VxT.
Then we compute:

T (T, X) = (VoT, X) +(T, V1 X)

=0
={(T,VxT)

1
= ;X -(1.7) =0.
Therefore (T, X)|s=0,t=1 = (T, X)|s=0,1=0 = 0, since X |s=0 (=0 = 0.

Let w: [a,b] — U, \ {p}. Using spherical coordinates, we can find r: [a,b] — R>? and &: [a,b] — S1(0) C
T, M such that

(22.10) w(t) = exp, (r(t)§(t)).
Lemma 22.11. L{w] > r(b) — r(a) with equality iff r is monotone and £ is constant.
Proof. Let f(s,r) = exp,(r{(s)), so that w(t) = f(t,7(t)) and w(t) = X + 7T, where % =X and &L =T.

or
Therefore by the Gauss lemma, |&|? = |z|? + 72 > 72 and therefore

b b
(22.12) Liw] = / dtw(t)| > / dt 7] = |r(b) — r(a)|. X
Proof of Theorem 22.7. Write q = exp,(§), where [§] < . If 0 < R <[], the path w has a segment joining
Hp to H|, so L{wl|(r/¢,11] = LV|ir)je),1]- Taking R — 0, we see that equality holds iff w is radial. X

Corollary 22.13. If v is a length-minimizing curve from ~v(0) to (1), then «y is a geodesic, up to reparame-
terization.

Proof. Tt suffices to check locally (in time), and ~ is also length-minimizing on any [a, b] C [0, 1]. X
The Hopf-Rinow theorem is a sort of converse.

Theorem 22.14 (Hopf-Rinow). Let M be a connected Riemannian manifold. Then the following are
equivalent:
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(1) (M,d) is a complete metric space.

(2) exp,: T,M — M is defined for some p € M.

(3) exp,: T,M — M is defined for all p € M.
Any of these three then implies that for all p,q € M, there exists a minimal geodesic v from p to q, i.e.
L[y] = d(p,q)-

Completeness is a geometric property, not a topological one: consider the open and the closed intervals,
which are homeomorphic.

Proof sketch. Let’s first show that (2) implies the existence of minimal geodesics. Let D = d(p,q) and
po € Hs/o be such that d(po,q) is minimal over Hs/p. Then py = exp,(0¢/2) for § € T, M and || = 1.
The curve v: [0, D] — M sending t + exp,(t§) is a geodesic; we claim (D) = g. This would follow from
d(y(t),q) = D —t for all t € [0, D], which is true at t = 6/2.

Let to be the supremum of the times at which d(y(¢),q) = D —t, so tg > §/2. Then d(y(to),q) = D — to,
so choose pj € Hpg such that d(pj, ¢) is minimal (this is a continuous function on a compact region, so there
must be such a minimum). Then

D — to =d 'y(tO)a q)
= min {d(y(to),r’) +d(r',q)}

r'eH’
= R+ d(pg, q)
We claim that vy(tg + R) = p{, since d(p,p;) > d(p,q) — d(pl,q) = D — d(p},q) = to + R. Therefore the
supremum has to be D. X

From now on, we assume M is complete and connected; eventually we will assume M is compact, which
implies completeness. Therefore we have geodesics. We're going to study the topology of the space of paths
between two points on M and relate critical points to geodesics.

Let M be a connected smooth manifold (though for now, we won’t use the manifold structure) and p € M.

Definition 22.15. The path space P,M is the space of continuous paths w: [0,1] = M with w(0) = p.
There’s an obvious surjective map m: P,M — M sending w — w(1).
Proposition 22.16. 7 is a fibration.

In particular, the fibers are homotopy equivalent. The fiber at a ¢ € M is the space of paths with w(0) = p
and w(1) = g. This space is denoted €2, ,(M), and its homotopy type is independent of p and ¢. In particular,
letting p = ¢, these have the homotopy type of the based loop space QM.

Definition 22.17. A map 7: X — Y of spaces is a fibration if, for every space S, map {0} x S — P,M and
a homotopy of the map composed with 7, namely a commutative diagram

{0} xS ——X

(22.18) £ iﬂ

[0,1] x S ——=Y,
then the homotopy lifts to a homotopy [0,1] x S — X.

There is a weaker notion of a Serre fibration where we restrict to S finite-dimensional (i.e. finite CW
complexes). We can use path lifting to produce homotopy equivalences between the fibers.

Definition 22.19. A curve w: [0,1] — M is piecewise smooth if it’s continuous and there’s a partition
0=ty <ty <---<tp=10f[0,1] suc that w|y,_, +,) is smooth for each i.

There is an analogous definition for a homotopy a: S x [0,1] — M to be piecewiese smooth, where S and
M are smooth manifolds: we partition [0, 1] and ask for a|gx,_, ¢, to be smooth. Let QZF;,% be the subset of
piecewise smooth paths in €2, 4; this is a subset but it will be useful to think of it as akin to a submanifold.

For example, if w € QE%, we’d think of its “tangent space” as equivalence classes of (piecewise smooth)
curves a: (—e,e) — M. The idea is that a variation is a curve which bends in the places where p isn’t smooth.
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This allows us to make sense of variations of piecewise-smooth curves: let a: (—¢,¢)s x [0,1]y — M be a
variation: then we have two vector fields X = % and T = 8—0‘ We define the length and energy functionals
to be
1 1
(22.20) L[w] = / dt ||T|| and Elw] = / dt || T2
0 0

Exercise 22.21. Using the Cauchy-Schwarz inequality, show that
Lylw)* < (b - a)Egluw).

Proposition 22.22. Let M be a complete, connected Riemannian manifold and p,q € M. A minimal
geodesic from p to q realizes the global minimum of the energy functional E: QPS — R.

Proof. Let v be a minimal geodesic and w € Q7%. Then
(22.23) E[y] < L[y ] < L[OJ} < Elw],

with equality iff w is a reparameterized geodesic (first inequality) and has constant speed (second inequality).
X

Now we’ll discuss the first variation formula, for the derivative in the s-direction given a variation as above.
First, we compute

%X(T, T) =(VxT,T) = (VrX,T)

(22.24)
=T(X,T)— (X,VT).
Therefore
1d ti
(22.25) Lo(r) =5 Flos] = Z / - AH(TX,T) = (X, VeT))

(22.26) :Z((X,T> M / ’ (X, VTT)>.

Theorem 22.27. L, =0 iff w is a geodesic.

Proof. If w is smooth,

1
(22.28) L) = — / (X, VyT) = 0.
0
Conversely, we'll show that VT =0 on [t;—1,t;]. Take
(22.29) X(t) = 0, bt b
f(t)VTT, t e [ti—lati]a

where f is a smooth function whose support is [t;_1,t;]. Then, if Ty # T_ at some t;, let X (¢;) =Ty —T_.
(TODO: does this suffice?) X

As Morse theorists, we're interested in the second derivative, which will mean the second variational
formula. This will relate to the curvature of the Riemannian manifold, so we give a quick review of that.

Definition 22.30. Let M be a Riemannian manifold and X, Y, and Z be vector fields on M (sometimes
this is written X,Y,Z € X(M)). The Riemann curvature tensor is

R()(7 Y)Z =VxVyZ -VyVxZ— V[X,y]Z S X(M)
One can write this slightly more compactly as
(22.31) R(X,Y) = [Vx,Vy]| = Vix,y] € End(X(M)).

Lemma 22.32. R is linear over smooth functions in all variables, hence is a section of the bundle Hom(T M ®
TM@TMQTM,TM)— M.

However, it’s a special kind of section, because it has a lot of symmetry.
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Theorem 22.33.

(1) (R(X,Y)Z, W)+ (R(Y,X)Z, W) = 0.

(2) R(X,Y)Z+R(Y,Z)X + R(Z,X)Y =0.

(3) (R(X,Y)Z,W) + (R(X,Y)W, Z) = 0.

4) (R(X,Y)Z, W) =(R(Z,W)X,Y).

Okay, back to the second variation. We consider a three-dimensional variation a: (—e,g)s x [0,1]; x

(—e,&)y — M; restricting to u = 0 and s = 0, we have first variations and vector fields X and Y, respectively.
We want to calculate

82
22.34 Elag.q, = B, (X,Y),
( ) 888“ [OZ s ] R 'Y( )
some bilinear function of X and Y which will be the analogue of the Hessian. Since

1
SXY(I.T) = X(VyT.T)

= X(VeY,T) = (VxVyT) +(VrY,VxT)

= (R(X, 1Y, T)+ (VrVxY, T)+ (VrX,VrY)

= (=VorVr X+ RT,X)T,Y)+T(VxY,T) + (VrX,Y)).
To get the bilinear form, we integrate this.

Theorem 22.35.

B,(X,Y) = Z(mx T) + (V2 X,Y)

i

t;
o +/ dt (~VrVrX + R(T, X)T, U>>.

ti—1

Definition 22.36. Let v: [0,1] — M be a geodesic. A vector field X along v is Jacobi if VoV X = R(T, X)T
(the Jacobi equation), i.e. the second variation vanishes. Two points p and g are conjugate if there exists a
Jacobi vector field X such that X (0) and X (1) both vanish.

Theorem 22.37. ker(B,) is the space of Jacobi fields along .

da

Suppose a: (—e,¢e)s x [0,1]; — M is such that a; is a geodesic for every s, and let T := %—? and X = 52,

Then V7T =0 for all ¢t and s. Then
VrVrX =VrVxT
=R(T,X)T +VxVrT
= R(T, X)T.

So a variation of geodesics induces a Jacobi field. The converse is also true: all Jacobi fields arise from a first
variation of geodesics.

Lecture 23.
( Some applications of geodesics: 12/5/18

Today we’ll say more about geodesics on manifolds, and give three applications: a characterization of
geodesics on a sphere, due to Morse; the Freudenthal suspension theorem on homotopy groups of spheres;
and Bott periodicity. Throughout this lecture, M is a connected, complete Riemannian manifold.

Recall that for p,q € M, €, , denotes the space of piecewise smooth paths w: [0,1] — M with w(0) =p
and w(1) = q. We defined the energy functional in (22.20) and studied the first variation formula (22.24),
given T = w and a “variational vector field,” i.e. a vector field X along w. If X(0) = X(1) = 0, this formula
says

(23.1) L,X)= > (XAT)- / 1dt<X,VTT).

jumps in T' 0

If X(0) # 0 or X(1) # 0, there’s an additional term comparing it to 7'(0) or T'(1). We also discussed the

second variation formula. Without additional structure (such as a covariant derivative), one can only compute
the second derivative on a manifold at a critical point; thus, assume w = =y is a geodesic. Then the second
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variational formula is Theorem 22.35. The Jacobi equation VyVrX = R(T, X)T, coming from a term in
this formula, can also arise by assuming X is a variation of 7 entirely through geodesics: let I': [0,1]2 — M,
I' =T, and % o' =X. If I'(s0,~) is a geodesic for all so, then
0=VxVoT

=VrVxT+ V[X,T]T + R(X, T)T

=VrVrX + R(X,T)T.
Let ey, ..., e, be a basis of T, M with e; =T, and extend e; to vector fields along v such that Vre; = 0. We
can write a vector field X along v as

lé]
E|s:0

(23.2) X(t) = f(ei(t),

where f%:[0,1] — R is smooth. This allows us to write the Jacobi equation in coordinates. First,
(23.3) VrVrX = Vr(fie) = fle.

Let R(ek,e)e; = R;kz(t) - e;; then

(23.4) R(T, f'eq)T = Riy (8) f*(t)eq (D).

Therefore in coordinates, the Jacobi equation is

(23.5) f'= Rt

This is a second-order linear ODE; because it’s linear, solutions exist for all time. Given f7(0) and f#(0), i.e.
given X (0) and VX (0), there is a unique solution.

Proposition 23.6. ker(B,) is the space of Jacobi fields which vanish at t = 0 and t = 1. Moreover,
dimker B, #n — 1.

TODO: I think I missed a proof of the first part.
For the second part, the equation for f! is

(23.7) J' =Ry =0.
So f1(t) = ag + a1 (t). If f1(0) = f1(1) =1, then ap = a3 = 0.

Example 23.8. Suppose M = E", i.e. R” with the standard Euclidean metric. In this case, the curvature
tensor vanishes, so Jacobi vector fields are linear, and if they vanish through endpoints, they must be zero.
In other words, there are unique geodesics, so there can be no variations through geodesics. <

Example 23.9. Let M = S™ with its usual metric. Then there are lots of geodesics from p to g, albeit a
unique minimal one. If ¢ # —p, there are no variations of geodesics in which p and ¢ are fixed, so again there
are no nonzero solutions to the Jacobi equations.

But if p and q are antipodal points, there are lots of variations, parameterized by the equatorial S”~!, and
the tangent space to this, ker(B,), is (n — 1)-dimensional, realizing the upper bound of Proposition 23.6. <

Proposition 23.10. Consider the linear map 1: T,M — T,M defined as follows: giveb n € T,M, let X be
the solution to the Jacobi equation with X(0) =0 and VX (0) =n. Then let ¢¥(n) := X (1). This linear map
is d(exp,)r: T,M — T M.
The exponential map is defined on the entire tangent space because M is complete. Recall that this
involves moving along the geodesic in the direction of T'.
Proof. We have
d

d
(23.11) d(exp,)r(n) = 1 exp, (T + sn) = evi=1 0 T exp, (t(T + sn)),
s=0 s=0

[N

and this is exactly what v is doing: c%h:o exp,, (t(T + sn)) is exactly the Jacobi field with initial conditions
X(0)=0and V7 X(0) =n. X

Definition 23.12. We say p and q are conjugate along ~y if there exists a nonzero Jacobi field X along
with X (0) =0 and X (1) = 0. Their multiplicity is the dimension of the space of such Jacobi fields.
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If ¢ = expp(T), then p and g are conjugate along ~ iff 7" is a critical point of exp,; p and g are conjugate
along some geodesic iff ¢ is a critical value of exp,,. Therefore for each p, the set of no-conjugate g is dense in
M, by Sard’s theorem.

Theorem 23.13 (Morse). For each 7 € [0,1], let v, = Y|o,r), Br = B,,, and v(7) = dimker(7), the
dimension of the space of Jacobi fields X along v, with X (0) = X(7) =0. Then, v(7) =0 except at a finite
set of T, and
(23.14) A=ind B, = Z v(T).
T€(0,1)

TODO: then there was an example I missed.
Proof sketch. Let t == {0 =1ty < t; <--- <t =1} be a partition such that y([t;—1,¢;]) C U, such that any
two points of U; are joined by a unique minimal geodesic. We proved that [0, 1] has an open cover by such
U;, so we can pick such a t.

In particular, |, _, ¢, is minimal. Write T, = Vy @ V1, where
(23.15) Vo ={z €T, z|,_, +,) is Jacobi}.

So this is finite-dimensional, and 77 is infinite-dimensional. More precisely,

k—1
(23.16) Vo =P T, M.
j=1

We can (and will) take V3 :=={Y € T, | Y(¢t;) = 0 for all j}.
We claim that this direct-sum decomposition is orthogonal with respect to B, = B;.'% The next claim is
that Bily, is positive definite. First,
142 B
(23.17) B, (Y,Y) = Z 54 L>0
If B1(Y,Y) =0, you can check that Y € ker(By), so Y =0.
Next, let A(7) := ind B,. Then,
(1) A:[0,1] — Z is monotonic nondecreasing,
(2) there’s an ¢ > 0 such that A|jp.) =0,
(3) A is left continuous: for all 7 € [0,1], there’s an € > 0 such that A\(7 — &) = A(7), and
(4) for all 7 € [0, 1], there’s an ¢ such that A(7 + &) = A(7) + v(7).
The upshot is that for all k € Im()\), A=*(k) = (a, ] for some a,b € [0,1]. The proofs of these claims lie in
finite-dimensional linear algebra, as they are facts about families of bilinear forms. The second and third
statements, for example, follow from the first and the fact that being negative definite is an open condition,
so look at the subspace on which B is negative definite. For the fourth, you’d also use that being positive
definite is an open condition; this argument is a little finickier, but the details are in Milnor. X

We want to use Morse theory and geodesics to study = €, ,, as well as Q*, the space of C° paths from
p to q. To do this we should put topologies on them, which we’ll do with metrics.
For Q*, the function

(23.18) d(wy,ws) = max ds(wi(t),ws2(t)),
t€(0,1]

where djs denotes the geodesic distance on M. One can check this is a metric; its underlying topology is the
compact-open topology on *.

For Q, Milnor has a more complicated term, but we can instead use the difference of the energies of the
curves:

(23.19) d*(wi,wz) = d(wr,w2) + |E(w1), E(w2)].
The inclusion i: 2 < Q* is continuous, and even Lipschitz with constant 1.

Theorem 23.20. In fact, i is a homotopy equivalence.

6TODO: Dan said this aloud and I was catching up on the stuff directly above, so I missed this. Sorry!
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This is an instance of a very general fact, as formulated by Palais: if you have a space of functions and
“thicken it up” with functions with worse regularity, you often get a homotopy-equivalent space. Nonetheless,
these spaces are infinite-dimensional, so we would like to approximate them with finite-dimensional CW
complexes.

The energy functional E: Q — RZ0 is continuous, and induces an increasing filtration on Q: if ¢ € R, let
Q¢ = E7((—o0, c]). These spaces still aren’t usually finite-dimensional, though we’ll see that their homotopy
types are small.

Let t :={0 =1ty < t1 <--- <t, =1} be a partition of [0, 1] as before, and define

(23.21) Q) ={we|w
Then let Q¢(¢t) .= Q(¢t) N Q°. The mesh of t is max;|t; — t;—1].

t;_1.t; is geodesic}.

Proposition 23.22. There is an € > 0 such that if the mesh of t is less than €, we can give the structure of
a smooth manifold to B = Int Q°(t) which is a deformation retract of Q°. Moreover,
(1) in this setting, E|p is smooth,
(2) fora<ec, B* ={w € B| E(w) <a} is compact and is a deformation retract of Q*, and
(3) Crit(E|p) is the space of unbroken geodesics v of energy less than ¢, and the index and nullity agree
with those of B,,.

Thus we can invoke Morse theory on finite-dimensional manifolds and apply it to study the topology of
the infinite-dimensional path spaces. This is the approach Milnor chooses; alternatively, one could place a
Banach manifold structure on the path spaces and do Morse theory there directly.

Invoking the finite-dimensional Morse theory we developed in the beginning of the class, we get:

Corollary 23.23. If p and q are not conjugate by a geodesic of length at most v/a, then Q% is homotopy
equivalent to a CW complex with a cell of dimension X\ for each geodesic of index A\ with length at most \/a
from p to q.

Proof. Let C be the closed ball of radius y/c around p in M, in the geodesic distance. This is compact, and
every w € Q¢ has w([0,1]) C C: we know the length squared is less than the energy by Exercise 22.21, and
the energy is less than c.
There’s a § > 0 such that for all z,y € C with dy(z,y) < 4, there’s a unique minimal geodesic from z to
y of length less than §. Let ¢ := §%/c. If the mesh of ¢ is less than € and w € Q¢(t), then
2
(23.24) (Li;_lw) < (t—tis)BY (W) < (ti — tio) E(w) < (ti — tis1)e < 62,

i—1

SO W|[t;_,,t;) is minimal.
The function Int Q¢(t) — M**~1) sending
(2325) w (w(t1)7...,w(tk,1))
is a homeomorphism onto an open subset of M*(*~1); there’s a picture for why it’s a homeomorphism (TODO:
which I wasn’t able to get down), and the details are in Milnor. Therefore we can port the smooth structure

over to B.
That E is smooth on B follows from the fact that

(23.26) Elpw) =Y dM(w(tifl)aw(ti))z.

ti —ti—1

Then part (2) is true because TODO. The last part follows because if v is an unbroken geodesic of length less
than \/a, then T, B is the space of broken Jacobi fields, which is V; from berore. X

For our first application, we’ll study geodesics on S™, which we give the round metric with radius 1. If
p and ¢ are nonconjugate, they lie on a circle, and the minimal geodesic is also contained in this circle; it
has index 0. The next geodesic, going around in the “other direction,” has index n — 1; the next has index
2(n — 1); and so on, which we saw in an exercise. Putting this together, we learn things about the loop space
of S™.

Theorem 23.27. There is a homotopy equivalence from QS™ to a CW complex with cells in dimension
k(n—1) fork=0,1,2,....
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Corollary 23.28 (Morse). Ifn > 2, then for any Riemannian metric on S™ and p,q € S™ nonconjugate,
there exist infinitely many geodesics from p to q.

Well why is this? For n > 2, we know that the homology of the loop space is infinite. For n = 2, we might
have differentials, since we have cells in all degrees (it turns out that the differentials don’t kill the generators,
but we haven’t shown that).

The remaining applications are due to Bott, in the 1950s. We will assume p and ¢ are conjugate; since we
can have variations of geodesics, there can be nullity, so not quite Morse theory; this is what led Bott to
develop Morse-Bott theory, where critical points can be degenerate.

Consider again S™ with the radius-1 round metric, and let p and ¢ be antipodal. Then O ~ gn—1
because this is the minimal possible length of a curve, so we just get longitudes, and a longitude is determined
by where it intersects the equatorial S™1.

Theorem 23.29. Let M be a complete, connected Riemannian manifold, and p,q € M be of geodesic distance
Vd from each other. Assume that

(1) Q4 is a topological manifold, and

(2) every non-minimal geodesic has index at least Ag.
Then m;(Q, Q%) =0 for i < Ao — 1. In particular, the map 7;Q% — m;Q is an isomorphism if i < \g — 2.

Moreover, a basic theorem in algebraic topology is that ;2 = m; 11 M, coming from the loop space and
path space fibration.

Corollary 23.30 (Freudenthal suspension theorem). Ifi < 2n —4, m;S"~1 — m;,1S™ is an isomorphism.

This is because the next critical point is in degree 2(n — 1), and then we subtract 2. You have to check
that this is the same map induced by suspension.

Next we turn to Bott periodicity. In the 1950s, there were lots of explicit computations of homotopy groups
of Lie groups: spectral sequences were new and exciting,'” and, for example, Toda made lots of computations
of homotopy groups of the unitary group.

Consider the infinite unitary group U, defined to be the colimit of the embeddings Uy < Ug < -+,
topologized with the colimit topology. For every n, there is a fiber bundle

Un — Un+1

(23.31) i
Upni1/Un,

in fact a princiupal U,-bundle, and the base is diffeomorphic to S2"*!. This is not a trivial bundle; it’s
trivial rationally (so the rational homotopy and homology groups are products of those of spheres, as with
any compact Lie group), but the torsion story is very interesting.

Using the long exact sequence of homotopy groups associated to the fibration (23.31), we have:

Proposition 23.32. The map m;U,, — m; Uy 41 is an isomorphism if i < 2n — 1, and is surjective if i = 2n.
Moreover, if i # 1, this is also true for the corresponding map 7;SU,, — m;SU,;41.

Therefore these pass to the homotopy groups of Uy, so are the “stable part” of the homotopy groups of
U,,.. Some of these are easy: mgU, = 0, since each U, is connected. mU,, = Z, and w3U,, = 0. There’s a
fiber bundle SU,, — U,, = S, so m3S8Usy = 13Uy = Z.

So we have a pattern 0, Z, 0, Z, and so on via a very nice pattern — which stopped at 71U, which
Toda computed to not vanish. But Bott and Shapiro checked the calculation and showed it was incorrect,
leading to the conjecture that this pattern continued forever. This it does, and this is the statement of Bott
periodicity.

Theorem 23.33 (Bott periodicity). m; Uy is 0 if i is even and Z if i is odd.

We will approach the proof by studying Morse theory on the space of paths on M = SU,,_a,, from I to
—1. The tangent space at any point of M can be identified with the Lie algebra of SU,,, denoted su,, is the
algebra of skew-Hermitian matrices with trace zero.

17They’re still exciting!
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We will define a nice inner product on sus (meaning: both left and right invariant under the action of SUj
on suy), hence a Riemannian metric on SUy. Specifically, for 17,75 € su,,

(23.34) (T1, Tp) = — Re(tr(TyT2)) = Re > _(T1)}(To)}.
k.l

The exponential map exp: TySU,, — SU,, is literally the matrix exponential, as with all Lie groups.
If the matrix T € su,, is diagonalizable, with diagonal entries iaq,...,ia, (imaginary because it’s skew-
Hermitian), then each a; = kjm, where k; is an odd integer. The energy of the associated geodesic is

(23.35) E(Ty) == K,
=1

and Q2" is diffeomorphic to the Grassmannian Gr,, (C?™), because this is the homogeneous space
SU/S(U,, x Uy,). This space is also diffeomorphic to Us,, /(U X Uy,) or (Usy, /Us)/Uy,. Therefore we
can write it as a quotient of the Stiefel manifold St,,(C*™) = Us,,/U,,, which is the space of isometries
C™ «— C?>™, by U,,.

Lemma 23.36. For i < 2m, m;St,,(C?*™) =0, and therefore 7;Gr,,(C*™) — 7;_1U,, is an isomorphism if
1 < 2m.

The key statement of Bott periodicity reduces to geodesics.
Proposition 23.37. A nonminimal geodesic in SUsg,, from I to —I has index at least 2m + 2.

Corollary 23.38. Ifi < 2m, there are isomorphisms m;Gr,, (C*™) = 1;QSUs,, = 7;41SUsy, and 7;—1Upy,
establishing Bott periodicity.

One can check that if X, Y, Z, and W are left-invariant vector fields on a Lie group G, then

(23.39a) VyY = %[X, Y]
(23.39D) (R(X,Y)Z,W) = %qx, Y], (2, W)).

Next (and harder to check), conjugate points along v(t)— = e occur at t = «/,/uk, where k is a nonzero

integer and p is an eigenvalue of the map ¢: g — g sending X — R(T, X)T'. The multiplicity of the conjugate
points is the number of such pu.
TODO: after that I didn’t follow, but there was only a little more.



	Critical points and critical values: 8/29/18
	Sublevel sets: 9/5/18
	: 9/5/18
	Handles and handlebodies: 9/12/18
	Handles and Morse theory: 9/12/18
	Morse theory and homology: 9/26/18
	Knots and total curvature: 9/26/18
	Submanifolds of Euclidean space: 10/1/18
	Critical submanifolds: 10/3/18
	The Lefschetz hyperplane theorem: 10/3/18
	The h-cobordism theorem: introduction: 10/10/18
	The h-cobordism theorem: 10/10/18
	The stable and unstable manifolds: 10/17/18
	Calculus on Banach spaces: 10/24/18
	The second cancellation theorem: 10/24/18
	Some infinite-dimensional transversality: 10/31/18
	Cancellation in the middle dimensions: 10/31/18
	: 11/7/18
	: 11/14/18
	The h-cobordism theorem and some consequences: 11/19/18
	Geodesics: 11/19/18
	Geodesics, length, and metrics: 11/28/18
	Some applications of geodesics: 12/5/18

